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This document is intended to provide help installing Oracle Real Application Clusters 10g Release
2 on HP servers running HP-UX operating system. This paper covers both Integrity and PA-RISC
platform.

All information here is based on practical experiences.

All described scenarios are based on a 2 node cluster, nodel referred to as 'ksc' and node2 as
'schalke'.

In this paper, we use the following logic:

ksc# <conmmand> = command needs to be issued as root from node ksc

schal ke$ <command> = command needs to be issued as oracle from node schalke

ksc/ schal ke# <command> = command needs to be issued as root from both nodes ksc + schalke
and so on.

This document should be used in conjunction with the following Oracle documentation:

B25292-02 Oracle® Database Release Notes 10g Release 2 (10.2) for HP-UX Itanium (pdf html)
B19067-04 Oracle® Database Release Notes 10g Release 2 (10.2) for HP-UX PA-RISC (64-Bit) (pdf html)
B14202-04 Oracle Clusterware and Oracle Real Application Clusters Installation and Configuration Guide for hp HP-U

It also includes material from HP Serviceguard + RAC10g papers written by ACSL labs which are
available HP internally at http://haweb.cup.hp.com/ATC/Web/Whitepapers/default.htm.

2. Key New Features for RAC10g on HP-UX

Oracle Clusterware

New with RAC 10g, Oracle includes its own Clusterware and package management
solution with the database product. The Oracle Clusterware consists of

1 Oracle Cluster Synchronization Services (CSS) to provide cluster management
functionality

1 Oracle Cluster Ready Services (CRS) support services and workload
management and help to maintain the continuous availability of the services.
CRS also manages resources such as the virtual IP (VIP) address for the node
and the global services daemon.

1 Event Management (EVM) publishes events generated by CRS
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This Oracle Clusterware is available on all various Oracle RAC platforms and based on
the HP TruCluster product which Oracle licensed a couple of years ago.

Customers can now deploy Oracle RAC clusters without any additional 3rd party
clusterware products such as SG/SGeRAC. However, customers might want to
continue to use SG/SGeRAC for the cluster management (e.g. to make your complete
cluster high available including 3rd party application, interconnect, etc.). In this case
Oracle Clusterware interacts with the SG/SGeRAC to coordinate cluster membership
information.

New Features for Oracle Clusterware with RAC 10g R2:

1 Oracle 10g R2 comes with new Cluster Verification Utility that you can use to
check whether or not your cluster is properly configured, to avoid installation
failures, and to avoid database creation failures.

1 With 10g R2, Oracle Clusterware provides the possibility to mirror the Oracle
Cluster Registry (OCR) file, enhancing cluster reliability.

1 With 10g R2, CSS has been modified to allow you to configure multiple voting
disks. In RAC10g R1, you could configure only one voting disk. By enabling
multiple voting disk configuration, the redundant voting disks allow you to
configure a RAC database with multiple voting disks on independent shared
physical disks.

1 With Oracle 10g R2, in addition, while continuing to be required for RAC
databases, Oracle Clusterware is also available for use with single-instance
databases and applications that you deploy on clusters. The API libraries
required for use with single-instance databases are provided with the Oracle
Client installation media.

Oracle Automatic Storage Management

Oracle Automatic Storage Management (ASM) is a new feature that has be introduced
in Oracle Database 10g to simplify the storage of Oracle data. ASM virtualizes the
database storage into disk groups. The DBA is able to manage a small set of disk
groups and ASM automates the placement of the database files within those disk
groups.

In summary ASM does provide the following functionality:

1 Manages groups of disks, called disk groups.

1 Provides three mirroring options for protection against disk failure: none, two-
way, and three-way mirroring.

1 Spreads data evenly across all available storage resources to optimize
performance and utilization.

1 Enables the DBA to change the storage configuration without having to take the
database offline.

1 Automatically rebalances files across the disk group after disks have been added
or dropped.

New Features for Oracle ASM with 10g R2:

1 ASM Command-Line Utility for ASM file administration:
$ asncnd hel p

1 Oracle 10g R2 supports installation of Automatic Storage Management in a
separate ASM home directory.
1 Supports interoperability for all versions of ASM and Database instances starting
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with RAC10g R1. This allows the ASM instance and DB instance to be upgraded

independently:
>=10.1.0.3 | DE Instance ASM Instance | 10.2.x.y
10.2.x.y | DB Instance ASM Instance |10.1.u.v

1 ASM migration utility with Enterprise Manager Grid Control GUI

HP Serviceguard Cluster File System for Oracle RAC

In September 2005, HP announced the availability of the new HP Serviceguard
Storage Management Suite that offers enhanced database, cluster, and performance
management capabilities for HP-UX 11i environments by integrating HP Serviceguard
and Symantec VERITAS Storage Foundation. This new product suite is ideally suited
to customers who need the highest levels of availability and superior Oracle database
performance or who have an application that would benefit from a clustered file
system.

The HP Serviceguard Cluster File System for Oracle RAC Suite includes the following
technologies from Symantec VERITAS Storage Foundation:

1 Cluster File System (CFS)—provides excellent I/O performance and simplifies
the installation and ongoing management of a RAC database

1 Advanced volume management and file system (AVMFS) capabilities—offers
dynamic multipathing, database tablespace growth, and hot relocation of failed
redundant storage. It also provides a variety of online options, including storage
reconfiguration and volume and file system creation and resizing.

1 Oracle Disk Manager (ODM)—delivers almost raw performance running direct
I/0O by caching frequently accessed data

1 Quality of storage service (QoSS)—enables administrators to set policies that
segment company data based on various characteristics and assign the data to
appropriate classes of storage over time

1 FlashSnap—helps database administrators easily establish a database clone, a
duplicate database on a secondary host for off-host processing

This HP Serviceguard Storage Management Suite is offered and supported directly
from HP for a single point of contact for all your support needs.

HP Product Number: T2777BA (HP Serviceguard CFS for RAC LTU).

3. Supported Configurations with RAC10g on HP-UX

Customers do have a variety of choices with regards to the installation and set-up of Oracle Real
Application Clusters 10g on the HP-UX platform.

First customers need to make a decision with regards to the underlying cluster software.
Customers have the possibility to deploy their RAC cluster only with Oracle Clusterware.
Alternatively, customers might want to continue to use HP Serviceguard & HP Serviceguard
Extension for RAC (SGeRAC) for the cluster management. In this case Oracle’s CSS interacts
with HP SG/SGeRAC to coordinate cluster membership information.
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For storage management, customers have the choice to use Oracle ASM, HP's Cluster File
Systems or RAW Devices.

Please note, for RAC with Standard Edition installations, Oracle mandates that the Oracle data
must be placed under ASM control.

The figure below illustrates the supported configurations with Oracle RAC10gR2 on HP-UX.

RAW [ ASM J [ RAW J CFS

The following table shows the storage options supported for storing Oracle Clusterware files,
Oracle database files, and Oracle database recovery files. Oracle database files include data files,
control files, redo log files, the server parameter file, and the password file. Oracle Clusterware

files include Oracle Cluster Registry (OCR) and Voting disk. Oracle Recovery files include archive
log files.

Storage Option Clusterware |Database |Recovery
Automatic Storage
Management No Yes Yes

Shared raw logical volumes

(requires SGeRAC) Yes Yes No
Shared raw disk devices as

presented to hosts Yes Yes No
Shared raw partitions (only HP

Integrity, no PA-Risc) Yes Yes No
CFS Yes Yes Ves

4. General System Installation Requirements
4.1 Hardware Requirements

1 at least 1GB of physical RAM. Use the following command to verify the amount of memory
installed on your system:

# [lusr/contrib/bin/machinfo | grep -i Menory Or # /usr/sbin/dmesg | grep
"Physical : "

1 Swap space equivalent to the multiple of the available RAM, as indicated here:
i If RAM between 1GB and 2GB, then swap space required is 1.5 times the size of RAM
i If RAM > 2GB, then swap space required is equal to the size of RAM
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Use the following command to determine the amount of swap space installed on your
system:
# [usr/sbin/swapinfo -a

1 400 MB of disk space in the /tmp directory. To determine the amount of disk space available
in the /tmp directory, enter the following command:

# bdf /tnmp
If there is less than 400 MB of disk space available in the /tmp directory extend the file

system or set the TEMP and TMPDIR environment variables when setting the oracle user's
environment. This environment variables can be used to override /tmp.:

$ export TEMP=/directory
$ export TMPDI R=/directory

1 4 GB of disk space for the Oracle software. You can determine the amount of free disk
space on the system using

# bdf -k
1 1.2 GB of disk space for a preconfigured database that uses file system storage (optional)
1 Operating System: HP-UX 11.23 (Itanium2), 11.23 (PA-RISC), 11.11 (PA-RISC). To
determine if you have a 64-bit configuration enter the following command:
# [/ bi n/ getconf KERNEL_BI TS

To determine which version of HP-UX is installed, enter the following command:
# uname -a
1 Asnyc /O is required for Oracle on RAW devices and configured on HP-UX 11.23 by default.

You can check if you have the following file:
# |1 /dev/async
# crwrwrw 1 bin bin 101 0x000000 Jun 9 09: 38 /dev/async
1 If you want to use Oracle on RAW devices and Async I/O is not configured, then

i Create the /dev/async character device

# /[ sbin/ mknod /dev/async ¢ 101 0xO
# chown oracl e: dba /dev/async

# chnod 660 /dev/async

i Configure the async driver in the kernel using SAM

=> Kernel Configuration

=> Kerne

=> the driver is called 'asyncdsk
Cenerate new kerne

Reboot

i Set HP-UX kernel parameter max_async_ports using SAM. nax_async_ports limits the
maximum number of processes that can concurrently use / dev/ async. Set this
parameter to the sum of 'processes' from init.ora + number of background processes. If
max_async_ports is reached, subsequent processes will use synchronous i/o.

i Set HP-UX kernel parameter ai o_nmax_ops using SAM. ai o_nax_ops limits the maximum
number of asynchronous i/o operations that can be queued at any time. Set this
parameter to the default value (2048), and monitor over time using glance

1 For PL/SQL native compilation, Pro*C/C++, Oracle Call Interface, Oracle C++ Call Interface,
Oracle XML Developer’s Kit (XDK):

i HP-UX 11iv2 (11.23):
n HP C/ANSI C Compiler (A.06.00): C-ANSI-C
n HP aC++ Compiler (C.06.00): ACXX

To determine the version, enter the following command:
# cc -V
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1 To allow you to successfully relink Oracle products after installing this software, please
ensure that the following symbolic links have been created (HP Doc-ld KBRC00003627):

cd /usr/lib

n-s /usr/lib/libX11.3 libXll.s
fusr/lib/libXIE.2 |ibXIE. s
fusr/lib/libXext.3 |ibXext.s
fusr/lib/libXhpll.3 |ibXhpll.s
fusr/lib/libXi .3 libXi.s
fusr/lib/libXm4 |ibXms
fusr/lib/libXp.2 IibXp.s
fusr/lib/libXt.3 libXt.s

fusr/lib/libXtst.2 libXtst.s

1 Ensure that each member node of the cluster is set (as closely as possible) to the same date
and time. Oracle strongly recommends using the Network Time Protocol feature of most
operating systems for this purpose, with all nodes using the same reference Network Time
Protocol server.
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4.2 Network Requirements
You need the following IP addresses per node to build a RAC10g cluster:

1 Public interface that will be used for client communication

1 Virtual IP address (VIP) that will be bind by Oracle Clusterware to the public interface
(Why having this VIP? Well, clients will use this VIP addresses/names to access the RAC
database. If a node or interconnect fails, then the affected VIP is relocated to the surviving
instance, enabling fast notification of the failure to the clients connecting through that VIP ->
prevents TCP/IP timeout!)

1 Private interface that will be used for inter-cluster traffic. There are four major categories of
inter-cluster traffic:

i SG-HB= Serviceguard heartbeat and communications traffic. This is supported over
single or multiple subnet networks.

i CSS-HB = Oracle CSS heartbeat traffic and communications traffic for Oracle
Clusterware. CSS-HB uses a single logical connection over a single subnet network.

i RAC-IC = RAC instance peer to peer traffic and communications for Global Cache
Service (GCS) and Global Enqueue Service (GES), formally Cache Fusion (CF) and
Distributed Lock Manager (DLM).

i GABJ/LLT (only when using CFS/CVM) = Symantec cluster heartbeat and
communications traffic. GAB/LLT communicates
over link level protocol (DLPI) and is supported over Serviceguard heartbeat subnet
networks, including primary and standby links. GAB/LLT is not supported over APA or
virtual LANs (VLAN).

When configuring these networks, please consider:

1 The public and private interface names associated with the network adapters for each
network should be the same on all nodes, e.g. lanO for private interconnect and lan1 for
public interconnect. If this is not the case, you can use the ioinit command to map the LAN
interfaces to new device instances:

i Write down the hardware path that you want to use:

# | anscan

Hardware Station Crd Hdw Net-Interface NM MAC HP-DLPI DLPI
Path Address I n# State NamePPA | D Type Support Mr#
1/0/8/1/0/6/0 0x000F203C346C 1 UP | anl snapl 1 ETHER Yes 119

1/0/ 10/ 1/ 0 Ox00306EF48297 2 UP | an2 snap2 2 ETHER Yes 119C
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i Create a new ascii file with the following syntax:
Har dwar e_Pat h Devi ce_G oup New _Devi ce_I nstance_Nunber

Example:

# Vi new o

1/0/8/1/0/6/0 lan 8

1/0/10/1/0 lan 9

Please note that you have to choose a device instance number that is currently not in
use.

i Activate this configuration with the following command (-r option will issue a reboot):

# ioinit -f /root/newio -r
i When the system is up again, check new configuration:

# | anscan

Hardware Station Crd Hdw Net-Interface NM MAC HP-DLPI DLPI
Path Address I n# State NamePPA | D Type Support Mr#

1/0/ 8/ 1/ 0/ 6/ 0 0xO000F203C346C 1 UP | an8 snap8 1 ETHER Yes 119

1/0/ 10/ 1/ 0 Ox00306EF48297 2 UP | an9 snap9 2 ETHER Yes 119

1 For the public network,

i each network adapter must support TCP/IP.

1 For the private network,

i this must be configured in the /etc/hosts file on each node to associate private network
names with private IP addresses.

i the interconnect must support UDP as this is the default interconnect protocol for
cache fusion, and TCP is the interconnect protocol for Oracle Clusterware.

i Gigabit Ethernet or better is recommended, Hyperfabric is not supported any longer!

i Crossover cables are not supported for the cluster interconnect; switch is mandatory
for production implementation, even for only 2 nodes architecture.

i Itis preferred to have all interconnect traffics (SG-HB, CSS-HB, RAC-IC, opt.
GABJ/LLT) for cluster communications to go on a single heartbeat network that is
redundant so that Serviceguard will monitor the network and resolve interconnect
failures by cluster reconfiguration:

SG-HB
CS5-HB FPrivate
RAC-IC (Primary)
|
T E— . Private [TanZ ]
-, .(Standby) -
Node A Mode B

As illustrated in this picture, the primary and standby pair protects against single
failure. Serviceguard monitors the network and performs local LAN failover if the
primary fails. The local LAN failover is transparent to CSS-HB and RAC-IC. When both
primary and standby fails, Serviceguard resolves the interconnect failure by performing
a cluster reconfiguration. After Serviceguard completes its reconfiguration, SGeRAC
notifies CSS and CSS updates RAC.

i Please note that CSS-HB timeout default is 30sec for clusters without Serviceguard
and 600 for clusters with Serviceguard. This ensures that Serviceguard will be first to
recognize any failures and to initiate cluster reformation activities. (See Oracle Metalink
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Note 294430.1 "CSS Timeout Computation in RAC 10g (10g Release 1 and 10g
Release 2)")

i However, in some cases it might not be possible to place all interconnect traffic on the
same network. For example if RAC-IC traffic is very high, so that a separate network
for RAC-IC may be needed.

Frivate

- .
RAeC ™~
[t i} e T
-» R e Private T PR -m
. .(Standby) -
SG.LB _ Private
=g -essH \\Frmaw) Se— |

[Tan3

Node A e Private ' Node B

-, (Standby) -

As illustrated in this picture, each primary and standby pair protects against single
failure. The SG-HB and CSS-HB are placed on the same private network so that all
heartbeat traffic remains on the same network. SG-HB is used to resolve interconnect
failure where both primary and standby failed of the heartbeat network. Where there is
a concern when both lanl and lan2 failed, Serviceguard supports multiple standby
adapters to increase availability. Additionally, Serviceguard packages can be
configured with a subnet dependency on the RAC-IC network so that if both lan1 and
lan2 failed, the Serviceguard package can request halting the RAC instance on the
node where the interconnect failure is detected.

i For cluster without HP Serviceguard, you can use HP Auto Port Aggregation (APA) to
increase reliability for public and private network adapters.

1 For the virtual IP (VIP) address,
i this must be on the same subnet as the public interface

i this must be registered in DNS or maintained in /etc/hosts with the associated network
name.

i this Oracle VIP feature works at a low level with the device files for the network
interface cards, and as a result might clash with any other SG Relocatable IP
addresses also configured for the same public NIC. Therefore, it has not been
supported to configure the public NIC used for Oracle VIP also for any other SG
Relocatable IP address.

n This issue has been addressed with Oracle bug fix #4699597 which ensures that
Oracle VIP starts with logical interface number 801 (ie. lan1:801) so that there
will not be any conflict with SG's Relocatable IP's.

n This Oracle bug fix #4699597 is already available for 10.2.0.2 HP-UX Integrity
and will be available for PA-RISC with 10.2.0.3.

i See Oracle Metalink Note 296874.1 "Configuring the HP-UX Operating System for the
Oracle 10g VIP")
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Useful network commands:

# |l anscan # Determ nes the nunber of LAN interfaces on each node
# netstat -in # Displays information for all network interfaces such
as | P address, state, etc.

# ifconfig | anX # Di splays current configuration for a specific
interface

(Config File: /etc/rc.config.d/ netconf)
4.3 Required HP-UX Patches

HP-UX 11.23 (Integrity & PA-RISC):

1 HP-UX B.11.23.0409 or later

1 Patch Bundle for HP-UX 11i V2: BUNDLE11i_B.11.23.0409.3 (Note: patch bundle
BUNDLE11i_B.11.23.0408.1 (Aug/2004) is a prerequisite for installing
BUNDLE11i_B.11.23.0409.3)

1 Quality Pack Bundle:
i Latest patch bundle: Quality Pack Patches for HP-UX 11i v2, May 2005

1 HP-UX 11.23 Patches:

i PHCO_32426 Reboot(1M) cumulative patch

i PHCO_34208 11.23 cumulative SAM patch [replaces PHCO_ 31820]

i PHCO_34195 11.23 kernel configuration commands patch [replaces PHCO_33385]

i PHCO_35048 11.23 libsec cumulative patch

i PHKL_32646 wsio.h header file patch

i PHKL_33025 11.23 file system tunables cumulative patch

i PHKL_34907 Message Signaled Interrupts (MSI and MSI-X) [replaces
PHKL_32632,PHKL_33807,PHKL_34430]

i PHKL_34479 WSIO (10) subsystem MSI/MSI-X/WC Patch [replaces PHKL_32645]

i PHKL_35229 VM Copy on write data corruption fix [replaces
PHKL_33552,PHKL_33563,PHKL_34596]

i PHNE_35182 11.23 cumulative ARPA Transport patch

i PHSS 34859 11.23 Integrity Unwind Library [replaces PHSS_ 31851,PHSS 34043]

i PHSS 34858 11.23 linker + fdp cumulative patch [replaces
PHSS_34040,PHSS_33275,PHSS_31849,PHSS_34440]

i PHSS 34444 11.23 assembler patch [replaces PHSS 31850,PHSS 34044]

i PHSS 34445 11.23 milli cumulative patch [replaces PHSS 31854,PHSS_34045]

i PHSS 34853 11.23 Math Library Cumulative Patch [replaces PHSS_33276,PHSS_34042]

i PHNE_35182 11.23 cumulative ARPA Transport patch [replaces PHNE_34671]

1 ANSI + C++ patches:
i PHSS_ 32511 11.23 HP aC++ Compiler (A.03.63)
i PHSS_ 32512 11.23 ANSI C compiler B.11.11.12 cumulative patch
i PHSS_ 32513 11.23 +O4/PBO Compiler B.11.11.12 cumulative patch
i PHSS_35055 11.23 aC++ Runtime [replaces PHSS_31855,PHSS_34041,PHSS_31852]

1 JDK patches:
i PHCO_34944 11.23 pthread library cumulative patch [replaces
PHCO_31553,PHCO_33675,PHCO_34718]
i PHSS 35045 11.23 Aries cumulative patch [replaces PHSS 32213,PHSS 34201]
i PHKL_31500 11.23 Sept04 base patch

i check http://www.hp.com/productsl1/unix/java/patches/index.html for additional patches that may be
required by JDK.




HP/Oracle CTC RAC10g R2 on HP-UX cookbook

Page 11 of 51

I Serwceguard 11.17 and OS Patches (optional, only if you want to use Serviceguard):

PHCO_32426
PHCO_35048
PHSS_33838
PHSS_33839
PHSS_35371
PHKL_34213
PHKL_35420

1 LVM patches

PHCO_35063

11.23 reboot(1M) cumulative patch

11.23 libsec cumulative patch [replaces PHCO_34740]
11.23 Serviceguard eRAC A.11.17.00

11.23 COM B.04.00.00

11.23 Serviceguard A.11.17.00 [replaces PHSS 33840]
11.23 vPars CPU migr, cumulative shutdown patch
11.23 Overtemp shutdown / Serviceguard failover

11.23 LVM commands patch; required patch to enable the Single Node Online Volume

Reconfiguration (SNOR) functionality [replaces PHCO_34036,PHCO_34421]

PHKL_34094

LVM Cumulative Patch [replaces PHKL_34094]

1 CFS/CVM/VXVM 4.1 patches:

PHCO_33080
PHCO_33081
PHCO_33082
PHCO_33522
PHCO_33691
PHCO_35431
PHCO_35476
PHCO_35518
PHKL_33510
PHKL_33566
PHKL_33620
PHKL_35229
PHKL_35334
PHKL_35430
PHKL_35477
PHKL_34741

11.23 VERITAS Enterprise Administrator Srvc Patch [replaces PHCO_33080]
11.23 VERITAS Enterprise Administrator Patch

11.23 VERITAS Enterprise Administrator Srvc Patch

11.23 VxFS Manpage Cumulative patch 1 SMS Bundle

11.23 FS Mgmt Srvc Provider Patch 1 SMS Bundle

11.23 VXFS 4.1 Command Cumulative patch 4 [replaces PHCO_34273]

VXVM 4.1 Command Patch 03 [replaces PHCO_33509, PHCO_34811]

11.23 VERITAS VM Provider 4.1 Patch 03 [replaces PHCO_34038, PHCO_35465]
11.23 VxVM 4.1 Kernel Patch 01 SMS Bundle [replaces PHKL_33510]

11.23 GLM Kernel cumulative patch 1 SMS Bundle

11.23 GMS Kernel cumulative patch 1 SMS Bundle

11.23 VM mmap(2), madvise(2) and msync(2) fix [replaces PHKL_34596]

11.23 ODM Kernel cumulative patch 2 SMS Bundle [replaces PHKL_34475]

11.23 VXFS 4.1 Kernel Cumulative patch 5 [replaces PHKL_34274, PHKL_35042]
11.23 VxVM 4.1 Kernel Patch 03 [replaces PHKL_34812]

11.23 VXFEN Kernel cumulative patch 1 SMS Bundle (Required to support 8 node

clusters with CVM 4.1 or CFS 4.1)

PHNE_34664
PHNE_33723
PHNE_35353

PHNE_34569]

11.23 GAB cumulative patch 2 SMS Bundle [replaces PHNE_33612]
11.23 LLT Command cumulative patch 1 SMS Bundle
11.23 LLT Kernel cumulative patch 3 SMS Bundle [replaces PHNE_33611,

1 C and C++ patches for PL/SQL native compilation, Pro*C/C++, Oracle Call Interface, Oracle
C++ Call Interface, Oracle XML Developer's Kit (XDK):
i PHSS 33277 11.23 HP C Compiler (A.06.02)
i PHSS 33278 11.23 aC++ Compiler (A.06.02)
i PHSS 33279 11.23 u2comp/be/plugin library patch

To ensure that the system meets these requirements, follow these steps:

1 HP provides patch bundles at http://www.software.hp.com/SUPPORT_PLUS
1 To determine whether the HP-UX 11i Quality Pack is installed:

# /usr/sbin/swist -1

bundl e | grep GOLD

1 Individual patches can be downloaded from http://itresourcecenter.hp.com/
1 To determine which operating system patches are installed, enter the following command:

# /usr/sbin/swist -1

pat ch

1 To determine if a specific operating system patch has been installed, enter the following
command:

# /usr/sbin/swist -1

pat ch <pat ch_nunber >
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1 To determine which operating system bundles are installed, enter the following command:
# /usr/sbin/swist -1 bundle

4.4 Kernel Parameter Settings

Verify that the kernel parameters shown in the following table are set either to the formula shown,
or to values greater than or equal to the recommended value shown. If the current value for any
parameter is higher than the value listed in this table, do not change the value of that parameter.
Please check also our HP-UX kernel configuration for Oracle databases for more details and for
the latest recommendations.

You can modify the kernel settings either by using SAM or by using the kctune command line
utility (kmtune on PA-RISC).

# kctune > /tnp/kctune. | og (lists all current kernel settings)

# kctune tunabl e>=val ue The tunable's value will be set to value, unless it is already greater

# kctune -D > /tnp/ kctune.l og (Restricts output to only those parameters which have changes
being held until next boot)

Parameter Recommended Formula or Value

nproc 4096

ksi_alloc_max (nproc*8)

max_thread_proc 1024

maxdsiz 1073741824 (1 GB)

maxdsiz_64bit 2147483648 (2 GB)

maxssiz 134217728 (128 MB)

maxssiz_64bit 1073741824 (1 GB)

maxswapchunks or swchunk 16384

(not used >= HP-UX 11iv2)

maxuprc ((nproc*9)/10)

msgmap (msgmni+2)

msgmni nproc

msgseg (nproc*4); at least 32767

msgtql nproc

ncsize (ninode+vx_ncsize); for >=HP-UX 11.23 use (ninode+1024)
nfile (15*nproc+2048); for Oracle installations with a high number of data files this

might not be enough, then use (number od Oracle processes)*(number of Oracle
data files) + 2048

nflocks nproc

ninode (8*nproc+2048)

nkthread (((nproc*7)/4)+16)

semmap (semmni+2)

semmni (nproc*2)

semmns (semmni*2)

semmnu (nproc-4)

semvmx 32767

shmmax The size of physical memory 1073741824, whichever is greater.

Note: To avoid performance degradation, the value should be greater than or
equal to the size of the SGA.

shmmni 512

shmseg 120
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swchunk 4096 (up to 65536 for large RAM)

vps_ceiling 64 (up to 16384 = 16MB for large SGA)

5. Create the Oracle User

Log in as the root user

Create database groups on each node. The group ids must be unique. The id used here are
just examples, you can use any group id not used on any of the cluster nodes.

i the OSDBA group, typically dba:
ksc/ schal ke# /usr/sbin/groupadd -g 201 dba

i the optional ORAINVENTORY group, typically oinstall; this group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.
ksc/ schal ke# /usr/sbin/groupadd -g 200 oi nstal

Create the Oracle software user on each node. The user id must be unique. The user id
used below is just an example, you can use any id not used on any of the cluster nodes.

ksc# /usr/sbin/useradd -u 200 -g oinstall -G dba, oper oracle

Check User:

ksc# id oracle
ui d=203(oracl e) gid=103(oinstall) groups=101(dba), 104(oper)

Create HOME directory for Oracle user

ksc/ schal ke# nkdir /hone/oracle
ksc/ schal ke# chown oracl e: oinstall /home/oracle

Change Password on each node:
ksc/ schal ke# passwd oracle

Remote copy (rcp) needs to be enabled for both the root + oracle accounts on all nodes to
allow remote copy of cluster configuration files. Include the following lines in the .rhosts file in
root’'s home directory :

# .rhosts file in $HOVE of root

ksc root

ksc. domai n r oot

schal ke r oot

schal ke. donai n r oot

# .rhosts file in $HOVE of oracle
ksc oracle

ksc. domai n oracle

schal ke oracle

schal ke. domai n oracle

Note: rcp only works if for the respective user a password has been set (root and oracle).
You can test whether it is working with:

ksc# renmsh schal ke |

ksc# renmsh ksc |

schal ke# renmsh schal ke |

schal ke# renmsh ksc |

ksc$ rensh schal ke |
ksc$ rensh ksc |

schal ke$ rensh schal ke |
schal ke$ rensh ksc |

6. Oracle RAC 10g Cluster Preparation Steps

The cluster configuration steps vary depending on the chosen RAC 10g cluster model. Therefore,
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we have split this section in respective sub chapters. Please follow the instructions that apply to
your chosen deployment model.

6.1 RAC 10g with HP Serviceguard Cluster File System for RAC
In this example we create three cluster file systems for

1 /cfs/oraclu: Oracle Clusterware Files 300MB
1 /cfs/orabin  Oracle binaries 10 GB
1 /cfs/oradata: Oracle database files 10 GB

1 For the cluster lock, you can either use a lock disk or a quorum server. Here, we do describe
the steps to set-up a lock disk. This is done from node ksc:

ksc# mkdir /dev/vgl ock
ksc# mknod /dev/vgl ock/ group ¢ 64 0x020000 # If minor number 0x020000 is already in use,

please use a free number!!
ksc# pvcreate -f /dev/rdsk/c6t0dl
Physi cal volune "/dev/rdsk/c6t0dl" has been successfully created

ksc# vgcreate /dev/vgl ock /dev/dsk/c6t0dl
Vol ume group "/dev/vgl ock" has been successfully created
Vol unme Group configuration for /dev/vglock has been saved in /etc/lvntonf/vgl ock. conf

1 Check Volume Group definition on ksc:

ksc# strings /etc/lvntab
/ dev/ vg00

/ dev/ dsk/ c3t 0d0s2

/ dev/ vgl ock

/ dev/ dsk/ c6t 0d1

1 Export the volume group to mapfile and copy this to node schalke

ksc# vgchange -a n /dev/vgl ock
Vol une group "/dev/vgl ock"” has been successfully changed.

ksc# vgexport -v -p -s -m/etc/cncluster/vgl ockmap vgl ock
Begi nning the export process on Volune G oup "/dev/vgl ock"

/ dev/ dsk/ c6t 0d1

ksc# rcp /etc/cncluster/vgl ockmap schal ke: / etc/cncl uster

1 Import the volume group definition on node schalke

schal ke# nkdir /dev/vgl ock
schal ke# nmknod /dev/vgl ock/group ¢ 64 0x020000 (Note: The minor number has to be the same

as on node ksc)

schal ke# vgi nport -v -s -m/etc/cntluster/vgl ockmap vgl ock
Begi nning the inport process on Volunme G oup "/dev/vgl ock"

Vol une group "/dev/vgl ock” has been successfully created

1 Create the SG cluster config file from ksc:
ksc# cmguerycl -v -n ksc -n schal ke -C RACCFS. asc

1 Edit the cluster configuration file

Make the necessary changes to this file for your cluster. For example, change the Cluster Name, and adjust the
heartbeat interval and node timeout to prevent unexpected failovers. Also, ensure to have the right lan
interfaces configured for the SG heartbeat according to chapter 4.2.

1 Check the cluster configuration:
ksc# cntheckconf -v -C RACCFS. asc

1 Create the binary configuration file and distribute the cluster configuration to all the nodes in
the cluster:

ksc # cmappl yconf -v -C RACCFS. asc (Note: the cluster is not started until you run cmrunnode on
each node or cmruncl.)
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1 Start and check status of cluster

ksc# cnruncl -v

Waiting for cluster to form..... done

Cluster successfully forned.

Check the syslog files on all nodes in the cluster to verify that no warnings occurred during startup.

ksc# cnmvi ewcl

CLUSTER STATUS

RACCFS up
NODE STATUS STATE
ksc up runni ng
schal ke up runni ng

1 Disable automatic volume group activation on all cluster nodes by setting
AUTO_VG_ACTIVATE to 0 in file /etc/lvmrc. This ensures that shared volume group vglock
is not automatically activated at system boot time. In case you need to have any other
volume groups activated, you need to explicitly list them at the customized volume group
activation section.

1 Initialize VXVM on both nodes:
ksc# vxinstall

VxVM uses |icense keys to control access. If you have not yet installed
a WXVM license key on your system you will need to do so if you want
to use the full functionality of the product.

Li censing information:
System host | D: 3999750283
Host type: ia64 hp server rx4640

Are you prepared to enter a license key [y,n,q] (default: n) n

Do you want to use enclosure based nanmes for all disks ?
[y,n,q,?] (default: n) n
Popul ati ng VxVM DMP device directories ....

V-5-1-0 vxvm vxconfigd: NOTICE: Generating /etc/vx/array.info
The Vol une Daenmon has been enabl ed for transactions.

Starting the rel ocation daenon, vxrel ocd.

Starting the cache deanon, vxcached.

Starting the di skgroup config backup deanon, vxconfigbackupd.

Do you want to setup a systemw de default disk group?
[y,n,q,?] (default: y) n

schal ke# vxi nstal |l (same options as for ksc)

1 Create CFS package

ksc# cfscluster config -t 900 -s (ifit does not work, look at /etc/cmcluster/cfs/SG-CFS-pkg.log)
CVM is now configured

Starting CVM ..

It might take a few minutes to conplete

VxVM vxconfigd NOTI CE V-5-1-7900 CVM VOLD_CONFI G command recei ved

VxVM vxconfigd NOTI CE V-5-1-7899 CVM VOLD_CHANGE command recei ved

VxVM vxconfigd NOTICE V-5-1-7961 establishing cluster for seqno = 0x10f9d07.
VxVM vxconfigd NOTI CE V-5-1-8059 master: cluster startup

VxVM vxconfigd NOTI CE V-5-1-8061 master: no joiners

VxVM vxconfigd NOTI CE V-5-1-4123 cluster established successfully

VxVM vxconfigd NOTI CE V-5-1-7899 CVM VOLD_CHANGE command recei ved

VxVM vxconfigd NOTICE V-5-1-7961 establishing cluster for seqno = 0x10f9d08.
VxVM vxconfigd NOTI CE V-5-1-8062 master: not a cluster startup

VxVM vxconfigd NOTI CE V-5-1-3765 master: cluster join conplete for node 1
VxVM vxconfigd NOTI CE V-5-1-4123 cluster established successfully

CVMis up and running

1 Check CFS status:

ksc# cfscluster status
Node . ksc

Cl uster Manager : up

CUM state : up (MASTER)
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MOUNT PO NT TYPE SHARED VOLUME DI SK GROUP STATUS
Node : schal ke
Cl uster Manager : up

CYM state : up
MOUNT PO NT TYPE SHARED VOLUME DI SK GROUP STATUS

1 Check SG-CFS-pkg:
ksc# cnmvi ewcl -v

MULTI _NODE_PACKAGES

PACKAGE STATUS STATE AUTO_RUN SYSTEM
SG- CFS- pkg up runni ng enabl ed yes
NODE_NAME STATUS SW TCHI NG
ksc up enabl ed

Scri pt _Paraneters:

| TEM STATUS MAX_RESTARTS RESTARTS NAVE
Servi ce up 0 0 SG- CFS- vxconfi gd
Servi ce up 5 0 SG- CFS- sgevd
Servi ce up 5 0 SG- CFS- vxf sckd
Servi ce up 0 0 SG- CFS- cnvxd
Service up 0 0 SG- CFS- cnvxpi ngd
NODE_NAMVE STATUS SW TCHI NG
schal ke up enabl ed

Scri pt _Paraneters:

| TEM STATUS MAX_RESTARTS RESTARTS NAVE

Servi ce up 0 0 SG- CFS- vxconfi gd
Servi ce up 5 0 SG- CFS- sgevd
Servi ce up 5 0 SG- CFS- vxf sckd
Servi ce up 0 0 SG- CFS- cnvxd
Service up 0 0 SG- CFS- cnvxpi ngd

1 List path type and states for disks:

ksc# vxdisk Iist (DEVICE TYPE DI SK GROUP STATUS
c2t 1d0 aut o: none - - online invalid

c3t 0d0s2 aut o: LVM - - LVM

c6t 0d1 aut o: LVM - - LVM

c6t 0d2 aut o: none - - online invalid

c6t 0d3 aut o: none - - online invalid

c6t 0d4 aut o: none - - online invalid

1 Create disk groups for RAC:

ksc# /etc/vx/bin/vxdi sksetup -i c6t0d2
ksc# vxdg -s init dgrac c6t0d2 (use the -s option to specify shared mode)
ksc# vxdg -g dgrac adddi sk c6t0d3 (optional, only when you want to add more disks to a disk group)

Please note that his needs to be done from master node. Check for master/slave using

ksc# cfsdgadm di splay -v
Node Nane : ksc ( MASTER)
Node Name : schal ke

1 List again path type and states for disks:
ksc# vxdisk |ist

DEVI CE TYPE DI SK GROUP STATUS

c2t 1d0 aut o: none - - online invalid
c3t 0d0s2 aut o: LVM - - LVM

c6t 0d1 aut o: LVM - - LVM

c6t 0d2 aut o: cdsdi sk c6t 0d2 dgr ac online shared
c6t 0d3 aut o: cdsdi sk c6t 0d3 dgr ac online shared
c6t 0d4 aut o: none - - online invalid

1 Generate the SG-CFS-DG package:

ksc# cfsdgadm add dgrac al |l =sw
Package nanme "SG CFS-DG-1" is generated to control the resource
Shared di sk group "dgrac" is associated with the cluster



HP/Oracle CTC RAC10g R2 on HP-UX cookbook

1 Activate SG-CFS-DG package:
ksc# cfsdgadm activate dgrac

1 Check SG-CFS-DG package:

ksc# cnmvi ewcl -v

MULTI _NODE_PACKAGES

PACKAGE STATUS STATE AUTO_RUN SYSTEM
SG- CFS- pkg up runni ng enabl ed yes
NODE_NAMVE STATUS SW TCHI NG
ksc up enabl ed
NODE_NAMVE STATUS SW TCHI NG
schal ke up enabl ed
" PACKAGE STATUS STATE AUTO_RUN SYSTEM
SG- CFS-DG- 1 up runni ng enabl ed no
NODE_NAMVE STATUS STATE SW TCHI NG
ksc up runni ng enabl ed
Dependency_Par aneters
DEPENDENCY_NAME SATI SFI ED
SG- CFS- pkg yes
NODE_NAMVE STATUS STATE SW TCHI NG
schal ke up runni ng enabl ed
Dependency_Par aneters
DEPENDENCY_NAMVE SATI SFI ED
SG- CFS- pkg yes

1 Create volumes, file systems and mount point for CFS from VxVM master node:

ksc# vxassi st
ksc# vxassi st
ksc# vxassi st

-g dgrac nake vol 1l 300M
-g dgrac nake vol 2 10240M
-g dgrac nake vol 3 10240M

ksc# newfs -F vxfs /dev/vx/rdsk/dgrac/vol 1l
version 6 |ayout
307200 sectors, 307200 bl ocks of size 1024,
| argefiles supported

ksc# newfs -F vxfs /dev/vx/rdsk/dgrac/vol 2
version 6 | ayout
10485760 sectors, 10485760 bl ocks of size 1024,
| argefiles supported

ksc# newfs -F vxfs /dev/vx/rdsk/dgrac/vol 3
version 6 | ayout
10485760 sectors, 10485760 bl ocks of size 1024,
| argefiles supported

ksc# cfsmmtadm add dgrac voll /cfs/oraclu all=rw
Package nanme "SG- CFS-MP-1" is generated to control the resource
Mount point "/cfs/oraclu" is associated with the cluster

ksc# cfsmmtadm add dgrac vol 2 /cfs/orabin all=rw
Package nanme "SG- CFS-MP-2" is generated to control the resource
Mount point "/cfs/orabin" is associated with the cluster

ksc# cfsmmtadm add dgrac vol 3 /cfs/oradata all=rw
Package nanme "SG- CFS-MP-3" is generated to control the resource
Mount point "/cfs/oradata" is associated with the cluster

| og size 1024 bl ocks

| og size 16384 bl ocks

| og size 16384 bl ocks

Mounting Cluster Filesystems

ksc# cfsmount /cfs/oraclu
ksc# cfsmount /cfs/orabin
ksc# cfsmount /cfs/oradata

Check CFS mountpoints:
ksc# bdf

Fi l esystem kbyt es used avail %sed Munted on

/ dev/ vg00/ | vol 3 8192000 1672312 6468768 21%/

/ dev/ vg00/ | vol 1 622592 221592 397896 36%/stand

/ dev/ vg00/ | vol 7 8192000 2281776 5864152  28%/var

/ dev/vg00/ | vol 8 1032192 20421 948597 2% / var/ opt/ perf
/ dev/ vg00/ | vol 6 8749056 2958760 5745072  34%/ usr
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/ dev/ vg00/ 1 vol 5 4096000 16920

/ dev/ vgO00/ | vol 4

/ dev/ odm

/ dev/ vx/ dsk/ dgrac/ vol 1
307200

/ dev/ vx/ dsk/ dgrac/ vol 2
10485760

/ dev/ vx/ dsk/ dgrac/ vol 3
10485760

0 0

1802

1 Check SG cluster configuration:

ksc# cnmvi ewcl

CLUSTER STATUS

RACCFS up
NCDE STATUS STATE
ksc up runni
schal ke up runn

MULTI _NODE_PACKAGES
PACKAGE STATUS STATE
SG- CFS- pkg up runn
SG- CFS-DG- 1 up runn
SG- CFS- MP- 1 up runn
SG- CFS- MP- 2 up runn
SG- CFS- MP- 3 up runn

22528000 3704248 18676712

19651 9811985

19651 9811985

cookbook
4047216 0% /tnmp
17% / opt
0 0% / dev/ odm
286318 1% / cfs/oraclu

0% / cfs/orabin

0% / cf s/ oradata

ng
ng
AUTO_RUN SYSTEM

ng enabl ed yes
ng enabl ed no
ng enabl ed no
ng enabl ed no
ng enabl ed no

6.2 RAC 10g with RAW over SLVM

6.2.1 SLVM Configuration
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To use shared raw logical volumes, HP Serviceguard Extensions for RAC must be installed on all

cluster nodes.

For a basic database configuration with SLVM, the following shared logical volumes are required.
Note that in this scenario, only one SLVM volume group is used for both Oracle Clusterware and

database files. In cluster environments with more than one RAC database, it is recommended to

have separate SLVM volume groups for Oracle Clusterware and for each RAC database.

Create a Raw Device File Size:

for:

Sample Name:
<dbname> should be replaced
with your database name.

Comments:

OCR (Oracle Cluster
Repository)

108 MB

raw_ora_ocr_108m

You need to create this raw
logical volume only once on the
cluster. If you create more than
one database on the cluster,
they all share the same OCR.

Oracle Voting disk 28 MB

raw_ora_vote_28m

You need to create this raw
logical volume only once on the
cluster. If you create more than
one database on the cluster,
they all share the same Oracle
voting disk.

SYSTEM tablespace 508 MB

raw_<dbname>_system_508m

SYSAUX tablespace 300 +
(Number of
instances *

250)

raw_<dbname>_sysaux_808m

New system-managed
tablespace that contains
performance data and combines
content that was stored in
different tablespaces (some of
which are no longer required) in
earlier releases. This is a
required tablespace for which
you must plan disk space.

One Undo tablespace 508 MB

raw_<dbname>_ undotbsn_508m

One tablespace for each
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per instance instance, where n is the number
of the instance

EXAMPLE tablespace (168 MB raw_<dbname>_example_168m

USERS tablespace 128 MB raw_<dbname>_users_128m

Two ONLINE Redo log |128 MB raw_<dbname>_redonm_128m |n is instance number and m the

files per instance log number

First and second control (118 MB raw_<dbname>_control[1|2]

file | 118m

TEMP tablespace 258 MB raw_<dbname>_temp_258m

Server parameter file 5 MB raw_<dbname>_spfile_raw_5m

(SPFILE):

Password file 5 MB raw_<dbname>_pwdfile_5m

Disks need to be properly initialized before being added into volume groups. Do the following
step for all the disks (LUNs) you want to configure for your RAC volume group(s) from node
ksc:

ksc# pvcreate —f /dev/rdsk/cxtydz ( where x=instance, y=target, and z=unit)

Create the volume group directory with the character special file called group:

ksc# nkdir /dev/vg_rac
ksc# nmknod /dev/vg_rac/group ¢ 64 0x060000

Note: <0x060000> is the minor number in this example. This minor number for the group file
must be unique among all the volume groups on the system.
Create VG (optionally using PV-LINKs) and extend the volume group:

ksc# vgcreate /dev/vg_rac /dev/dsk/cOt1dO /dev/dsk/cl1t0dO (primary path ...
secondary path)
ksc# vgextend /dev/vg_rac /dev/dsk/clt0dl /dev/dsk/cOt1ldl

Continue with vgextend until you have included all the needed disks for the volume group(s).

Create logical volumes as shown in the table above for the RAC database with the
command

ksc# | vcreate —i 10 -1 1024 -L 100 —n Nane /dev/vg_rac
-i: nunber of disks to stripe across

-1: stripe size in kil obytes

-L: size of logical volune in MB

Check to see if your volume groups are properly created and available:

ksc# strings /etc/lvntab
ksc# vgdi splay —v /dev/vg_rac

Export the volume group:
i De-activate the volume group:
ksc# vgchange —a n /dev/vg_rac
i Create the volume group map file:
ksc# vgexport —v —p —-s —m mapfile /dev/vg_rac
i Copy the mapfile to all the nodes in the cluster:
ksc# rcp mapfile schal ke:/tnp/scripts
1 Import the volume group on the second node in the cluster

i Create a volume group directory with the character special file called group:

schal ke# nkdir /dev/vg_rac
schal ke# mknod /dev/vg_rac/group ¢ 64 0x060000

Note: The minor number has to be the same as on the other node.

i Import the volume group:
schal ke# vgi nport —v —s —m/tnp/scripts/mapfile /dev/vg_ rac

Note: The minor number has to be the same as on the other node.
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i Check to see if devices are imported:
schal ke# strings /etc/lvntab

1 Disable automatic volume group activation on all cluster nodes by setting
AUTO_VG_ACTIVATE to 0 in file /etc/lvmrc. This ensures that shared volume group vg_rac
is not automatically activated at system boot time. In case you need to have any other
volume groups activated, you need to explicitly list them at the customized volume group
activation section.

1 It is recommended best practice to create symbolic links for each of these raw files on all
systems of your RAC cluster.
ksc/ schal ke# cd /oracl e/ RAC/ (directory where you want to have the |inks)

ksc/schal ke# In -s /dev/vg_rac/raw <dbname>_ system 508 system
ksc/schal ke# In -s /dev/vg_rac/raw _<dbname> users_128m user

etc.

1 Change the permissions of the database volume group vg_rac to 777, and change the
permissions of all raw logical volumes to 660 and the owner to oracle:oinstall.
ksc/ schal ke# chnod 777 /dev/vg rac

ksc/ schal ke# chnod 660 /dev/vg rac/r*
ksc/ schal ke# chown oracl e:dba /dev/vg_rac/r*

1 Change the permissions of the OCR logical volumes:

ksc/ schal ke# chown root:oinstall /dev/vg rac/raw ora_ocr_108m
ksc/ schal ke# chnod 640 /dev/vg_rac/raw ora_ocr_108m

1 Optional: To enable Database Configuration Assistant (DBCA) later to identify the
appropriate raw device for each database file, you must create a raw device mapping file, as
follows:

i Setthe ORACLE_BASE environment variable :
ksc/ schal ke$ export ORACLE_BASE=/ opt/ oracl e/ product

i Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

ksc/ schal ke# nkdir -p $ORACLE BASE/ or adat a/ <dbnanme>
ksc/ schal ke# chown -R oracl e:oinstall $ORACLE BASE/ or adat a

ksc/ schal ke# chnod -R 775 $ORACLE BASE/ or adat a
i Change directory to the SORACLE_BASE/oradata/dbname directory.

i Enter a command similar to the following to create a text file that you can use to create
the raw device mapping file:

ksc# find /dev/vg _rac -user oracle -nanme 'raw' -print > dbnane_raw. conf

i Create the dbname_raw.conf file that looks similar to the following:

syst em=/ dev/ vg_rac/ raw_<dbname>_syst em 508m
sysaux=/ dev/vg_rac/ raw_<dbname>_sysaux_808m
exanpl e=/ dev/ vg_rac/ raw_<dbnane>_exanpl e_168m
users=/dev/vg_rac/ raw_<dbnane>_users_128m

t enp=/ dev/ vg_rac/ raw_<dbname>_t enp_258m

undot bs1=/ dev/ vg_rac/ raw_<dbname>_undot bs1_508m
undot bs2=/ dev/ vg_rac/ raw_<dbname>_undot bs2_508m
redol_1=/dev/vg_rac/raw_<dbname>_redoll 128m
redol_2=/dev/vg_rac/raw_<dbnane>_redol2_128m
redo2_1=/dev/vg_rac/ raw_<dbname>_redo21_128m
redo2_2=/ dev/ vg_rac/ raw_<dbnane>_redo22_128m
control 1=/ dev/vg_rac/ raw_<dbnane>_control 1_118m
control 2=/ dev/vg_rac/ raw_<dbnane>_control 2_118m
spfil e=/dev/vg_rac/rraw <dbnane>_spfile_5m

pwdf i | e=/ dev/vg_rac/ raw_<dbname>_pwdfil e_5m

i When you are configuring the Oracle user's environment later in this chapter, set the
DBCA_RAW_CONFIG environment variable to specify the full path to this file:

ksc$ export DBCA RAW CONFI G=$ORACLE_BASE/ or adat a/ dbname/ dbnane_r aw. conf

6.2.2 SG/SGeRAC Configuration
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After SLVM set-up, you can now start the Serviceguard cluster configuration.

In general, you can configure your Serviceguard cluster using lock disk or quorum server. We
describe here the cluster lock disk set-up. Since we have already configured one volume group for
the entire RAC cluster vg_rac (see last chapter 5.2.1), we use vg_rac for the lock volume as well.

1 Activate the lock disk on the configuration node ONLY. Lock volume can only be activated
on the node where the cmapplyconf command is issued so that the lock disk can be
initialized accordingly.
ksc# vgchange -a y /dev/vg_rac

1 Create a cluster configuration template:
ksc# cmguerycl —-n ksc —n schal ke —v —C /etc/cncluster/rac. asc

1 Edit the cluster configuration file (rac.asc).

Make the necessary changes to this file for your cluster. For example, change the Cluster
Name, adjust the heartbeat interval and node timeout to prevent unexpected failovers due to
DLM traffic. Configure all shared volume groups that you are using for RAC, including the
volume group that contains the Oracle CRS files using the parameter
OPS_VOLUME_GROUP at the bottom of the file. Also, ensure to have the right lan
interfaces configured for the SG heartbeat according to chapter 4.2.

1 Check the cluster configuration:
ksc# cncheckconf -v -C rac. asc

1 Create the binary configuration file and distribute the cluster configuration to all the nodes in
the cluster:
ksc# cmappl yconf -v -C rac. asc

Note: the cluster is not started until you run cmrunnode on each node or cmruncl.

1 De-activate the lock disk on the configuration node after cmapplyconf
ksc# vgchange -a n /dev/vg_rac

1 Start the cluster and view it to be sure its up and running. See the next section for
instructions on starting and stopping the cluster.

How to start up the cluster:

1 Start the cluster from any node in the cluster
ksc# cnruncl -v
Or, on each node
ksc/ schal ke# cnrunnode -v

1 Make all RAC volume groups and Cluster Lock volume groups sharable and cluster aware
(not packages) from the cluster configuration node. This has to be done only once.

ksc# vgchange -Sy -c y /dev/vg_rac

1 Then on all the nodes, activate the volume group in shared mode in the cluster. This has to
be done each time when you start the cluster.

ksc# vgchange -a s /dev/vg_rac

1 Check the cluster status:
ksc# cnvi ewcl —-v

How to shut down the cluster (not needed here):

1 Shut down the RAC instances (if up and running)

1 On all the nodes, deactivate the volume group in shared mode in the cluster:
ksc# vgchange —a n /dev/vg_rac
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1 Halt the cluster from any node in the cluster
ksc# cmhal tcl —v

1 Check the cluster status:
ksc# cnmvi ewcl —v

6.3 RAC 10g with ASM over SLVM

To use shared raw logical volumes, HP Serviceguard Extensions for RAC must be installed on all
cluster nodes.

6.3.1 SLVM Configuration
Before continuing, check the following ASM-over-SLVM configuration guidelines:

1 organize the disks/LUNs to be used by ASM into LVM volume groups (VGS)

1 ensure that there are multiple paths to each disk, by configuring PV Links or disk level
multipathing

1 for each physical volume (PV), configure a logical volume (LV) using up all available space
on that PV

1 the ASM logical volumes should not be striped or mirrored, should not span multiple PVs,
and should not share a PV with LVs corresponding to other disk group members as ASM
provides these features and SLVM supplies only the missing functionality (chiefly
multipathing)

DB
-...E Instances
:l

i ASM Instance i

W
wnad

ASM Disk
Groups

B [} - B
[j 000 8 '}

VGIU me
Group

1 on each LV, set an I/O timeout equal to (# of PV Links) *(PV timeout)
1 export the VG across the cluster and mark it shared

For a ASM database configuration on top of SLVM, you need shared logical volumes for the two
Oracle Clusterware files OCR and Voting plus shared logical volumes for Oracle ASM.

Create a Raw Device for: |File Size: Sample Name: Comments:
<dbname> should be
replaced with your
database name.

OCR (Oracle Cluster 108 MB raw_ora_ocrn_108m With RAC10g R2, Oracle lets you
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Registry) [1/2] have 2 redundant copies for OCR.
In this case you need two shared
logical volumes. n =1 or 2. For HA
reasons, they should not be on
same set of disks.

Oracle CRS voting disk 28 MB raw_ora_voten_28m With RAC10g R2, Oracle is lets
[1/3/.] you have 3+ redundant copies of
Voting. In this case you need 3+
shared logical volumes. n =1 or 3
or5....

For HA reasons, they should not be
on same set of disks.

ASM Volume #1 .. n 10GB raw_ora_asmn_10g

This ASM-over-SLVM configuration enables the HP-UX devices used for disk group
members to have the same names on all nodes, easing ASM configuration.

In this example, ASM disk group using disks /dev/dsk/c9t0d1 and /dev/dsk/c9t0d2; alternate
paths /dev/dsk/c10t0d1 and /dev/dsk/c10t0d2.

Disks need to be properly initialized before being added into volume groups. Do the following
step for all the disks (LUNS) you want to configure for your RAC volume group(s) from node
ksc:

ksc# pvcreate —f /dev/rdsk/c9t0dl

ksc# pvcreate —f /dev/rdsk/c9t0d2

Create the volume group directory with the character special file called group:

ksc# nkdir /dev/vgasm

ksc# nknod /dev/vgasm group ¢ 64 0x060000

Note: <0x060000> is the minor number in this example. This minor number for the group file
must be unique among all the volume groups on the system.
Create VG (optionally using PV-LINKs) and extend the volume group:

ksc# vgcreate /dev/vgasm /dev/dsk/c9t0dl /dev/dsk/c10t0dl (primary path ...
secondary path)
ksc# vgextend /dev/vgasm /dev/dsk/c10t0d2 /dev/dsk/ c9t0d2

Create zero length LVs for each of the physical volumes:

ksc# |vcreate -n raw ora_asml_10g vgasm
ksc# |vcreate -n raw ora_asn?_10g vgasm

Ensure each LV will be contiguous and stay on one PV:

ksc# | vchange —C y /dev/vgasm raw ora_asml_10g
ksc# | vchange —C y /dev/vgasm raw ora_asn?_10g

Extend each LV to the full length allowed by the corresponding PV, in this case 2900
extents:

ksc# | vextend -1 2900 /dev/vgasmiraw ora_asml_10g /dev/dsk/c9t 0d1l
ksc# | vextend -1 2900 /dev/vgasmiraw ora_asn?_10g /dev/dsk/ c9t 0d2

Configure LV level timeouts, otherwise a single PV failure could result in a database hang.
Here we assume a PV timeout of 30 seconds. Since there are 2 paths to each disk, the LV
timeout is 60 seconds:

ksc# | vchange -t 60 /dev/vgasnm raw ora_asml_10g
ksc# | vchange -t 60 /dev/vgasnmraw ora_asn?_10g

Null out the initial part of each LV to ensure ASM accepts the # LV as an ASM disk group
member (see Oracle Metalink Note 268481.1)

ksc# dd if=/dev/zero of =/dev/vgasm raw ora_asnl_10g bs=8192 count=12800
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ksc# dd if=/dev/zero of=/dev/vgasnm raw ora_asn?_10g bs=8192 count=12800

1 Check to see if your volume groups are properly created and available:

ksc# strings /etc/lvntab
ksc# vgdi splay —v /dev/vg_rac

1 Export the volume group:
i De-activate the volume group:
ksc# vgchange —a n /dev/vgasm
i Create the volume group map file:
ksc# vgexport —v —p —s —m vgasm map /dev/vgasm
i Copy the mapfile to all the nodes in the cluster:
ksc# rcp vgasm map schal ke: /tnp/ scripts
1 Import the volume group on the second node in the cluster

i Create a volume group directory with the character special file called group:

schal ke# nkdir /dev/vgasm
schal ke# mknod /dev/vgasni group ¢ 64 0x060000

Note: The minor number has to be the same as on the other node.

i Import the volume group:
schal ke# vgi nport —v —s —m/tnp/scripts/vgasm map /dev/vgasm

Note: The minor number has to be the same as on the other node.

i Check to see if devices are imported:
schal ke# strings /etc/lvntab

1 Disable automatic volume group activation on all cluster nodes by setting
AUTO_VG_ACTIVATE to 0 in file /etc/lvmrc. This ensures that shared volume group vgasm
is not automatically activated at system boot time. In case you need to have any other
volume groups activated, you need to explicitly list them at the customized volume group
activation section.

6.3.2 SG/SGeRAC Configuration
After SLVM set-up, you can now start the Serviceguard cluster configuration.

In general, you can configure your Serviceguard cluster using lock disk or quorum server. We
describe here the cluster lock disk set-up. Since we have already configured one volume group for
the RAC cluster vgasm (see last chapter 5.3.1), we use vgasm for the lock volume as well.

1 Activate the lock disk on the configuration node ONLY. Lock volume can only be activated
on the node where the cmapplyconf command is issued so that the lock disk can be
initialized accordingly.
ksc# vgchange -a y /dev/vgasm

1 Create a cluster configuration template:
ksc# cmguerycl —-n ksc —n schal ke —v —C /etc/cncluster/rac. asc

1 Edit the cluster configuration file (rac.asc).
Make the necessary changes to this file for your cluster. For example, change the Cluster
Name, adjust the heartbeat interval and node timeout to prevent unexpected failovers due to
RAC traffic. Configure all shared volume groups that you are using for RAC, including the
volume group that contains the Oracle Clusterware files using the parameter
OPS_VOLUME_GROUP at the bottom of the file. Also, ensure to have the right lan
interfaces configured for the SG heartbeat according to chapter 4.2.

1 Check the cluster configuration:
ksc# cnctheckconf -v -C rac. asc
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Create the binary configuration file and distribute the cluster configuration to all the nodes in
the cluster:

ksc# cmappl yconf -v -C rac. asc
Note: the cluster is not started until you run cmrunnode on each node or cmruncl.

De-activate the lock disk on the configuration node after cmapplyconf
ksc# vgchange -a n /dev/vgasm

Start the cluster and view it to be sure its up and running. See the next section for
instructions on starting and stopping the cluster.

How to start up the cluster:

Start the cluster from any node in the cluster
ksc# cnruncl -v

Or, on each node
ksc# cnrunnode -v

Make all RAC volume groups and Cluster Lock volume groups sharable and cluster aware
(not packages) from the cluster configuration node. This has to be done only once.

ksc# vgchange -S y -c y /dev/vgasm

Then on all the nodes, activate the volume group in shared mode in the cluster. This has to
be done each time when you start the cluster.

ksc# vgchange -a s /dev/vgasm

Check the cluster status:
ksc# cnvi ewcl —-v

How to shut down the cluster (not needed here):

Shut down the RAC instances (if up and running)

On all the nodes, deactivate the volume group in shared mode in the cluster:
ksc# vgchange —a n /dev/vgasm

Halt the cluster from any node in the cluster
ksc# cmhaltcl -v

Check the cluster status:
ksc# cnvi ewcl —-v

6.4 RAC 10g with ASM

For Oracle RAC10g on HP-UX with ASM, please note:

As said before (chapter 2), you cannot use Automatic Storage Management to store Oracle
Clusterware files (OCR + Voting). This is because they must be accessible before Oracle
ASM starts.

As this deployment option is not using HP Serviceguard Extension for RAC, you cannot
configure shared logical volumes (Shared Logical Volumer Manager is a feature of
SGeRAC).

Only one ASM instance is required per node. So you might have multiple databases, but
they will share the same single ASM instance.

The following files can be placed in an ASM disk group: DATAFILE, CONTROLFILE,
REDOLOG, ARCHIVELOG and SPFILE. You cannot put any other files such as Oracle
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binaries, or the two Oracle Clusterware files (OCR & Voting) into an ASM disk group.

For Oracle RAC with Standard Edition installations, ASM is the only supported storage
option for database or recovery files.

You do not have to use the same storage mechanism for database files and recovery files.
You can use raw devices for database files and ASM for recovery files if you choose.

For RAC installations, if you choose to enable automated backups, you must choose ASM
for recovery file storage.

All of the devices in an ASM disk group should be the same size and have the same
performance characteristics.

For RAC installations, you must add additional disk space for the ASM metadata. You can
use the following formula to calculate the additional disk space requirements (in MB: 15 + (2
* number_of_disks) + (126 * number_of ASM_instances)

For example, for a four-node RAC installation, using three disks in a high redundancy disk
group, you require an additional 525 MB of disk space: 15 + (2 * 3) + (126 * 4) = 525

Choose the redundancy level for the ASM disk group(s). The redundancy level that you
choose for the ASM disk group determines how ASM mirrors files in the disk group and
determines the number of disks and amount of disk space that you require, as follows:

i External redundancy: An external redundancy disk group requires a minimum of one
disk device. Typically you choose this redundancy level if you have an intelligent
subsystem such as an HP StorageWorks EVA or HP StorageWorks XP.

i Normal redundancy: In a normal redundancy disk group, ASM uses two-way mirroring
by default, to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups).

i High redundancy: In a high redundancy disk group, ASM uses three-way mirroring to
increase performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).

Raw Disk for: File Size: Comments:

OCR (Oracle Cluster Registry) [1/2] (108 MB With RAC10g R2, Oracle lets you

have 2 redundant copies for OCR.
In this case you need two shared
logical volumes. n =1 or 2. For HA
reasons, they should not be on
same set of disks.

Oracle CRS voting disk [1/3/..] 28 MB With RAC10g R2, Oracle is lets you

have 3+ redundant copies of Voting.
In this case you need 3+ shared
logical volumes.n=1or3or5 ...
For HA reasons, they should not be
on same set of disks.

ASM Disk #1 .. n 10GB Disks 1 ..n

To configure raw disk devices / partitions for database file storage, follow the following steps:

1 To make sure that the disks are available, enter the following command on every node:
ksc/ schal ke# /usr/sbin/ioscan -funCdi sk

The output fromthis command is simlar to the follow ng:

C ass | H W Pat h Driver S/W State H W Type Descri ption
di sk 4 255/ 255/ 0/ 0.0 sdisk CLAI MED DEVI CE HSV100 HP

/ dev/ dsk/ c8t 0d0 /dev/rdsk/c8t0d0
di sk 5 255/ 255/ 0/ 0.1 sdisk CLAI MED DEVI CE HSV100 HP

/ dev/ dsk/ c8t 0d1 /dev/rdsk/c8t0dl

This command displays information about each disk attached to the system, including the
block device name (/dev/dsk/cxtydz) and the character raw device name (/dev/rdsk/cxtydz).
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1 If the ioscan command does not display device name information for a device that you want
to use, enter the following command to install the special device files for any new devices:

ksc/ schal ke# i nsf -e (please note, this command does reset the permissions to root for already existing
device files, e.g. ASM disks!!)

1 For each disk that you want to use, enter the following command on any node to verify that it
is not already part of an LVM volume group:
ksc# pvdi spl ay /dev/dsk/cxtydz

If this command displays volume group information, the disk is already part of a volume
group. The disks that you choose must not be part of an LVM volume group.

1 Please note that the device paths for Oracle Clusterware and ASM disks must be the same
from both systems. If they are not the same use the following command to map them to a
new virtual device name:

#nmksf -C disk -H <hardware path> -1 62 <new virtual device nanme>
#nksf -C disk -H <hardware path> -1 62 -r <new virtual device name>
Exanpl e:

#nksf -C disk -H 0/0/10/0/0.1.0.39.0.1.0 -1 62 /dev/dsk/c8t1d0
#nksf -C disk -H 0/0/10/0/0.1.0.39.0.1.0 -1 62 -r /dev/rdsk/c8t1dO

As you can see at the following output of the i oscan command, now multiple device names
are mapped to the same hardware path.

1 If you want to partition one physical raw disk for OCR and Voting, then you can use the idisk
command provided by HP-UX Integrity (cannot be used for PA systems):

i create a text file on one node
ksc# vi /tnp/parfile

2 # nunber of partitions

EFI 500MB # size of 1st partition, this standard EFl partition can be used for
any data

HPUX 100% # size of next partition, here we give it all the renmining space

The comments here are added only for documentation purpose, using them will lead to
an error in the next step.

i create the two partitions using idisk on the node chosen in the step before
ksc# idisk -f /tnmp/parfile -w /dev/rdsk/c8t0dO

i Install the special device files for any new disk devices on all nodes:
ksc/ schal ke# insf -e -C disk

i Check on all nodes, that you have now the partitions using the following command:
ksc/ schal ke# idi sk /dev/rdsk/c8t0dO

and
ksc/ schal ke# /usr/sbin/ioscan -funCdi sk

The output fromthis command is simlar to the follow ng:

C ass | H W Pat h Driver S/W Stat e H W Type Descri ption
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di sk 4 255/ 255/ 0/ 0.0 sdisk CLAI MED DEVI CE HSV100 HP
/ dev/ dsk/ c8t 0d0 / dev/rdsk/ c8t 0d0
/ dev/ dsk/ c8t 0d0 / dev/rdsk/ c8t 0d0s1
/ dev/ dsk/ c8t 0d0 / dev/rdsk/ c8t 0d0s2

and

ksc/ schal ke# di skinfo /dev/rdsk/c8t0d0s1
SCSI describe of /dev/rdsk/c8t0d0Osl
vendor: HP

product id: HSV100

type: direct access

size: 512000 Kbytes

bytes per sector: 512

# di skinfo /dev/rdsk/c8t0d0s2

SCSI descri be of /dev/rdsk/c8t0d0s2
vendor: HP

product id: HSV100

type: direct access

size: 536541 Kbytes

bytes per sector: 512
1 Modify the owner, group, and permissions on the character raw device files on all nodes:
i OCR:
ksc/ schal ke# chown root:oinstall /dev/rdsk/c8t0d0Osl
ksc/ schal ke# chnod 640 /dev/rdsk/c8t0d0sl

i ASM & Voting disks:
ksc/ schal ke# chown oracl e: dba /dev/rdsk/ c8t 0d0s2
ksc/ schal ke# chnod 660 /dev/rdsk/c8t0d0s2

Optional: ASM Failure Groups:

Oracle lets you configure so-called failure groups for the ASM disk group devices. If you intend to
use a normal or high redundancy disk group, you can further protect your database against
hardware failure by associating a set of disk devices in a custom failure group. By default, each
device comprises its own failure group. However, if two disk devices in a normal redundancy disk
group are attached to the same SCSI controller, the disk group becomes unavailable if the
controller fails. The controller in this example is a single point of failure. To avoid failures of this
type, you could use two SCSI controllers, each with two disks, and define a failure group for the
disks attached to each controller. This configuration would enable the disk group to tolerate the
failure of one SCSI controller.

1 Please note that you cannot create ASM failure groups using DBCA but you have to
manually create them by connecting to one ASM instance and using the following sql
commands:
$ export ORACLE_SI D=+ASML
$ sqlplus / as sysdba
SQL> startup nonmpunt
SQL> create di skgroup DG1 normal redundancy
2 FAILGROUP FGL DI SK ' /dev/rdsk/c5t2d0" nane c¢5t2dO,

3 '/dev/rdsk/c5t3d0" nane c5t3d0

4 FAILGROUP F& DI SK ' /dev/rdsk/ c4t2d0' nane c4t 2dO,
5 "/ dev/rdsk/c4t 3d0' name c4t 3dO;

DI SKGROUP CREATED

SQL> shut down i nmedi at €;

Useful ASM v$ views commands:

View ASM Instance DB Instance

VSASM_CLIENT Shows each database instance using an ASM disk group |Shows the ASM instance il

V$ASM_DISK Shows disk discovered by the ASM instance, including Shows a row for each disk
disks which are not part of any disk group.

V$ASM_DISKGROUP Shows disk groups discovered by the ASM instance. Shows each disk group mc

VSASM_FILE Displays all files for each ASM disk group Returns no rows
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7. Preparation for Oracle Software Installation

The Oracle Database 10g installation requires you to perform a two-phase process in which you
run the Oracle Universal Installer (OUI) twice. The first phase installs Oracle Clusterware
(10.2.0.2) and the second phase installs the Oracle Database 10g software with RAC. Note that
the ORACLE_HOME that you use in phase one is a home for the CRS software which must be
different from the ORACLE_HOME that you use in phase two for the installation of the Oracle
database software with RAC components.

In case that you have downloaded the software you might have the following files:

1 10gr2_clusterware_hpi.zip Oracle Clusterware
1 10gr2_database_hpi.zip Oracle Database Software

You can unpack the software with the following commands as root user:
ksc# /usr/|ocal /bin/unzip 10gr2_cl usterware_hpi.zip

7.1 Prepare HP-UX Systems for Oracle software installation

1 The HP scheduling policy called SCHED _NOAGE enhances Oracle's performance by
scheduling Oracle processes so that they do not increase or decrease in priority, or become
preempted. On HP, most processes use a time sharing scheduling policy. Time sharing can
have detrimental effects on Oracle performance by descheduling an Oracle process during
critical operations, for example, holding a latch. HP has a modified scheduling policy,
referred to as SCHED_NOAGE, that specifically addresses this issue.

The RTSCHED and RTPRIO privileges grant Oracle the ability to change its process
scheduling policy to SCHED_NOAGE and also tell Oracle what priority level it should use
when setting the policy. The MLOCK privilege grants Oracle the ability to execute asynch
I/Os through the HP asynch driver. Without this privilege, Oracle9i generates trace files with
the following error message: "loctl ASYNCH_CONFIG error, errno = 1".

As root, do the following:
i Ifit does not already exist, create the /etc/privgroup file. Add the following line to the
file:
dba MLOCK RTSCHED RTPRI O

i Use the following command syntax to assign these privileges:
ksc/ schal ke# setprivgrp -f /etc/privgroup

1 Create the /var/opt/oracle directory and make it owned by the oracle account. After
installation, this directory will contain a few small text files that briefly describe the Oracle
software installations and databases on the server. These commands will create the
directory and give it appropriate permissions:
ksc/ schal ke# nkdir /var/opt/oracle

ksc/ schal ke# chown oracl e:oinstall /var/opt/oracle
ksc/ schal ke# chnod 755 /var/opt/oracle

1 Create the following Oracle directories:

i Local Home directory:

Oracle Clusterware:
ksc/ schal ke# nkdir -p /opt/oracl e/ product/CRS

Oracle RAC:
ksc/ schal ke# nkdir -p /opt/oracl e/ product/RAC10g
ksc/ schal ke# chown -R oracle:oinstall /opt/oracle
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ksc/ schal ke# chnod -R 775 /opt/oracle

i Shared CFS directory (commands only from one node):

Oracle Clusterware:

ksc# nmkdir -p /cfs/orabin/product/CRS
Oracle RAC:

ksc# nkdir -p /cfs/orabin/product/RACL0g
ksc# chown -R oracle:oinstall /cfs/orabin
ksc# chnmod -R 775 /cfs/orabin

Oracle Cluster Files:
ksc# nkdir -p /cfs/oraclu/ OCR
ksc# nkdir -p /cfs/oracl u/ VOTE

ksc# chown -R oracle:oinstall /cfs/oraclu
ksc# chnod -R 775 /cfs/oraclu

Oracle Database Files:
ksc# chown -R oracle:oinstall /cfs/oradata
ksc# chnod -R 755 /cfs/oradata

From each node:
ksc/ schal ke# chnmod -R 755 /cfs
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1 Set Oracle environment variables by adding an entry similar to the following example to each

user startup .profile file for the Bourne or Korn shells, or .login file for the C shell.

# @#) $Revision: 72.2 $
# Default user .profile file (/usr/bin/sh initialization).

# Set up the terminal:

if [ "$TERM = "" ]

t hen

eval *~ tset -s -Q-m':?hp'

el se

eval * tset -s -Q°

fi

stty erase ""H' kill "AU" intr "~C'" eof "~D
stty hupcl ixon ixoff

tabs

# Set up the search paths:
PATH=$PATH: .

# Set up the shell environment:
set -u
trap "echo 'logout'" 0O

# Set up the shell variables:

EDI TOR=vi

export EDI TOR

export PS1="whoam ~ @ hostnanme \[' $ORACLE_SID \]': $PVD$ '
REMOTEHOST=$(who -nuR | awk '{print $NF}')

export Dl SPLAY=${ REMOTEHOST%% 0. 0}: 0. 0

# Oracl e Environnent

export ORACLE_BASE=/ opt/ or acl e/ product

export ORACLE_HOVE=$ORACLE_BASE/ RAC10g

export ORA_CRS_HOVE=$ORACLE_BASE/ CRS

export ORACLE_SI D=<S| D>

export ORACLE_TERM=xterm

export LD_LI BRARY_PATH=$ORACLE_HOVE/ | i b:/1ib:/usr/lib: $ORACLE_HOVE/ rdbns/lib
export PATH=$PATH: $ORACLE_HOWE/ bi n: $ORA_CRS_HOVE/ bi n

export CLASSPATH=$ORACLE_HOVE/ JRE: $ORACLE_HOVE/ j | i b: $ORACLE_HOVE/ r dbns/j | i b/
$CLASSPATH: $ORACLE_HOVE/ network/j lib

print ' '

print '$ORACLE_SID: ' $ORACLE_SI D

print ' $ORACLE_HOVE: ' $ORACLE_HOVE

print '$ORA CRS_HOMVE: ' $ORA_CRS_HOMVE

print

# ALI AS

alias psg="ps -ef | grep"
alias Ila="Il -rta"

alias sg="ied sqlplus '/as sysdba'"
alias oh="cd $ORACLE_HOWE"

al i as ohbi n="cd $ORACLE_HOWE/ bi n"
alias crs="cd $ORA_CRS_HOWE"

alias crshin="cd $ORA_CRS_HOVWE bi n"
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7.2 Check Cluster Configuration with Cluster Verification Utility

Cluster Verification Utility (Cluvfy) is a new cluster utility introduced with Oracle Clusterware 10g

Release 2. The wide domain of deployment of Cluvfy ranges from initial hardware setup through

fully operational cluster for RAC deployment and covers all the intermediate stages of installation
and configuration of various components

With Cluvfy, you can either

1 check the status for a specific component

or
1 check the status of your cluster/systems at a specific point (= stage) during your RAC
installation. The following picture shows the different stages that can be queried with cluvfy:

—pre dbcig
Configures
RACDB

-pre dohinst
Installs
RAC
-pre crainst
Install=
-pre cfa Ees -post crainst
Setzup OCFS
{0OPT)
-pogt cfa
Uzer sets up the
Hardware,
network & storage —post Imos

The Cluvfy command line utility can be found at the Oracle Clusterware staging are at
Clusterware/cluvfy/runcluvfy.sh.
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1 Examplel: Checking Network Connectivity among all cluster nodes:
ksc$ <O aStage>/clusterware/cluvfy/runcluvfy.sh conp nodecon -n ksc, schal ke [ -
ver bose]

1 Example 2: Performing post-checks for hardware and operating system setup
ksc$ <O aStage>/clusterware/cluvfy/runcluvfy.sh stage -post hwos -n ksc, schal ke [ -
ver bose]

1 Example 3: Performing Performing pre-checks for cluster services setup

ksc$ <OraStage>/clusterware/cluvfy/runcluvfy.sh stage -pre crsinst -n ksc, schal ke
[-verbose]

Note: Current release of cluvfy is not working for shared storage accessibility check on HP-UX.
So, this kind of error message are an expected behavior.

8. Install Oracle Clusterware

This section describes the procedures for using the Oracle Universal Installer (OUI) to install
Oracle Clusterware.

Before you install Oracle Clusterware, you must choose the storage option that you want to use
for the two Oracle Cluster Files OCR and Voting disk. Again, you cannot use ASM to store these
files, because they must be accessible before any Oracle instance starts. If you are not using
SGeRAC, you must use raw partitions to store these two files. You cannot use shared raw logical
volumes to store these files without SGeRAC.

1: |If you are installing Oracle Clusterware on a node that already has a single-instance Oracle
Database 10gq installation, stop the existing ASM instances and Cluster Synchronization
Services (CSS) daemon and use the script SORACLE_HOME/bin/localconfig delete in the
home that is running CSS to reset the OCR configuration information.

2: |Login as Oracle User and set the ORACLE_HOME environment variable to the Oracle
Clusterware Home directory. Then start the Oracle Universal Installer from Disk1 by issuing
the command

$ ./runlnstaller &

Ensure that you have the DISPLAY set.

At the OUI Welcome screen, click Next.

4: | If you are performing this installation in an environment in which you have never installed
Oracle database software then the OUI displays the Specify Inventory Directory and
Credentials page.
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Specify Inventory directory and credentials

wou are starkng your fiestinstallation on ihis host As pan ofthis install, you need (o Specife & direclory for
instalter files. This is called the “irmantory direclon®. ¥Within the irmmentory direclory, the inglaller aulomatically
seis up subdireciories for each product to contain irventory data and will consume ipically 150 Kilobytes par
product

Eriber tha full path of the inventony girecion

'-:|s..'-:-l.at-:'.'|:-r-:-:::.rL':::l.al.-‘:'r'-?-‘-*.-:-r. Browsa.. |

Wou can specify an Oparating System group that has write permission to the above imvenlory directory, You
can leave the field blank if you want be perform the above operations as a Supamser.

Specity Oparating Sysiem Qroup narme:
[oinztall [=

Enter the inventory location and oinstall as the UNIX group name information into the
Specify Inventory Directory and Credentials page, click Next.

5: | The Specify Home Details Page lets you enter the Oracle Clusterware home name and its
location in the target destination.

Note that the Oracle Clusterware home that you identify in this phase of the installation is
only for Oracle Clusterware software; this home cannot be the same home as the home
that you will use in phase two to install the Oracle Database 10g software with RAC.

Specify Home Details

Destination
Enter or select a name for the installation and the full path where you want 1o install the product
Name: [CRE_Homel

Path: | jefsirabiniproduciCRS Brogse..

6: | Next, the Product-Specific Prerequisite Check screen comes up. The installer verifies that
your environment meets all minumun requirements for installing and configuring Oracle
Clusterware. Actually, it uses the Oracle Verification Cluster Utility (Cluvfy). Most probably
you'll see a warning at step "Checking recommended operating system patches" as some
patches already got replaced by newer ones.
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Product-Specific Prerequisite Checks

The Installer verifias thal your emaronment meets all of the minkmum requinameants for installing and
configuring the products thal you have chosen fo install You mus manually venfy and confirm the Bems that
are Nagoed with wamings and ilems that require manual checks. For detalls aboul performing these
checks, click the ilem and review the detalls in the box at the bottom of the window,

Chack Tpe Slatus

Chacking recommended gparaing systém pakches B Warning ;

Chec hlr'll] for Oracle Home incompatibilties Automatic [ ] Succeadad =
tharkinn Oracls Hinrms nath far anaces Aubarnatic 2 surceadad _,'

‘ D
Refry}  Shop

1 wamings, 0 requirements 1o be verified.

t':hﬂl.'-l‘ complete. The overall result of this check |s: Passed

e
Checking recormmendid operating system patches [J
Checking for PHES_31 850, found PHES_31850. Passed -

Instalied Broducis... | Back [ | [reetad| Cancel |

7: |In the next Cluster Configuration Screen you can specify the cluster name as well as the
node information. If HP Serviceguard is running, then you' see these SG cluster
configuration. Otherwise, you must select the nodes on which to install Oracle Clusterware.
The private node name is used by Oracle for RAC Cache Fusion processing. You need to
configure the private node name in the /etc/hosts file of each node in the cluster.

Specify Cluster Configuration

Enler a narme for he cluster and sebect the nodes o be managed by the Oracle Clusignvare. Foreach node,
spacify the name for the public IP address, the name for the private interconnect, and the name for the virfual
IP address on the node

You can wse a cluster configuration file to configure your cluster by clicking Use Cluster Configuralion File
Instead of completing the Cluster Nodes box. The Use Cluster Configuration File option is helpful i you have
rriany nodes

Cluester Namecrs

Cluster Nodes
| Public Mode Narme Private Mode Name Wirtual Host Name 3 RAC: Prasent
T ST !
chathe siohalbe_ s schale-up Mo
Use Clusier Configuration File.. | A Edit. | B, |
Halp | Instalbed Products... | Back e | et Cancel |

ORACLE

Please note that the interface names associated with the network adapters for each
network must be the same on all nodes, e.g. lan0 for private interconnect and lanl for
public interconnect.

Note: in case you have in your /etc/hosts file first full qualified hostname with domain, then
you need to give here also this full qualified name or change order in /etc/hosts:

172.16. 22. 41 ksc ksc. sss. bbn. hp. com
172.16. 22. 42 schal ke schal ke. sss. bbn. hp. com
172.16.22.43 ksc-vip ksc-vip.sss. bbn. hp. com
172.16. 22. 44 schal ke-vip schal ke-vi p. sss. bbn. hp. com
10.0.0.1 ksc_priv

10.0.0.2 schal ke_priv
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8:

In the Specify Network Interface page the OUI displays a list of cluster-wide interfaces. If
necessary, click edit to change the classification of the interfaces as Public, Private, or Do
Not Use. You must classify at least one interconnect as Public and one as Private.

Specify Network Interface Usage

Identify the planned use for each global interface shown in the box below Public, Privale, or Do Not Use
Prieate inlerfaces are used by Oracle Clustersare for infer-node trafiic

Ifghane is rone than one subnet associated with an inteface, hen click Edit and change the interace’s
aftributes lo assoclate the intertace name with the addiional subnets,

| intertace Hama Sutned Inerface Type

lan2 1721600 Public

land 15.136,24.0 Do Mol Uise

Help | Instalbed Products... | Back et | il Cancel |

When you click Next, the OUI will look for the Oracle Cluster Registry file ocr.loc in

the /var/opt/oracle directory. If the ocr.loc file already exists, and if the ocr.loc file has a valid
entry for the Oracle Cluster Registry (OCR) location, then the Voting Disk Location page
appears and you should proceed to Step 11. Otherwise, the Oracle Cluster Registry
Location page appears.

Enter a the complete path for the Oracle Cluster Registry file (not only directory but also
including filename). Depending on your chosen deployment model, this might be a CFS
location, a shared raw volume or a shared disk (/dev/rdsk/cxtxdx).

New with 10g R2, you can let Oracle manage redundancy for this OCR file. In this case,
you need to give 2 OCR locations. Assuming the file system has redundancy, e.g. disk
array LUNs or CVM mirroring, use of External Redundancy is sufficient and no need for
Oracle Clusterware to manage redundancy. Besides, please ensure to place the OCRs on
the different file systems for HA reasons.
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Specify Oracle Cluster Registry (OCR) Location

The Cracle Cluster Registry (OCR) stores cluster and database configuration information, Specify a cluster
file systerm file or & shared raw device containing al least 100ME of free space that s accessible from all of
Iha nodas inthe chusier

OCR Configuration
® MNorma] Redundancy

Choose this cplion to enabls the Orace Clustensars 1o manage OCR mironing, 'You wil nesd an addiionsl 100 MB of
sk space fior the memored copy

™ Edemnal Redundancy
Chogs his oplion i you ane Lzng your diek sanagesent $ysbem bo provids OCR redundancy .

Specity QCR Location; Wofsaracl s RACC Ffile

Specity OCR Mimor Locationdcizorac i RAOC Files

Help | Installed Products.. | Back Med | [resta] Cancel |

ORACLE

10: | On the Voting Disk Page, enter a complete path and file name for the file in which you
want to store the voting disk. Depending on your chosen deployment model, this might be a
CFS location, a shared raw volume or a shared disk (/dev/rdsk/cxtxdx).

New with 10g R2, you can let Oracle manage redundancy for the Oracle Voting Disk file. In
this case, you need to give 3 locations. Assuming the file system has redundancy, e.g. disk
array LUNs or CVM mirroring, use of External Redundancy is sufficient and no need for
Oracle Clusterware to manage redundancy. Besides, please ensure to place the Voting
Disk files on different file systems for HA reasons.
Specify Voting Disk Location
Thie Qrracle Chesterdare yvoling disk containg clugter mermbership inforrmation and arbilrales clusier
ownership among the nodes of your chusier in the event of natwork fallures. Specity a cluster file systam file
ar a shared raw device thal is accessible by the same name from all of the nodes in the cluster. The installer
requires at biast 20ME of frae Space Tor the valing disk that i creates
Vaoting Disk Configuration
& Normal Redundancy
Chaeiis this: oploe 10 enabis the Orachs Chettersans 1o marmgs tad additional coples of your voling k. Each
aechiitional copy requires 20ME of dak space.
T Exernal Redundancy
Choose this opbion if yo ane wing your disk monagement sysiem to provide voting disk; recundancy
Voting Disk Location; VefsoracluAi T Edmting 1
Additional Vioting Disk 1 Loc a1|un:L-'cfg'nra;|u-'|'|'[:)TE,J.'.1:rﬁng2
Additonal Vﬁﬂng Dﬁ-k; thlﬂniwm|ngEMng3
Ij_alp | !nsh:lllaﬁ}';_mducls..._ | _B_a_c_k | ue:d | [restall _G_?i.ﬂ.g'?'__.!
11: | Next, Oracle displays a Summary page. Verify that the OUI should install the components

shown on the Summary page and click Install.
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Summary
COracle Clusterware 10.2.0.1.0

[+]

! Source: homeloraclelslageficlustenvare/stagefproducts amil
= Oracte Home: fefzforshindgoduct RS [OUIHomeZ RS)
E-Cluster Nodes
fkao
Lschalke
L instaltation Type: Complate
o Product Languages
| LEnglish
HSpace Requirements
| | fefstorbindgroduct Required 1 7808 - Available 93568
I Mpd Reguired 174ME (only as bermporary Space) | Available 435MB
&-Remote Nodes
@ achalke

Helg | Ingtalled Products... | gatk || et Wetall | Cancel |

ORACLE

During the installation, the OUI first copies software to the local node and then copies the
software to the remote nodes.

12:

Then the OUI displays the following windows indicating that you must run the two scripts
orainstRoot.sh and root.sh on all nodes.

The following configuration scripts need to be executed as the “roof” userin each cluslar node.

Scripts to be execuled:

Mumber  Script Location Hodes

1 fefsiorahindgroductioralmetonsorairstRoot . sh ke mchake

2 defstaraindproduct SR Shoot sh k= schake

(4] )

To execute the configuration scripts:
1. Open a terminal window
2. Log in a5 "roof
3. Run the scripls ineach cluster node
4. Return to this window and click *0k" to confinue

Mote: Do not run the scripts simullanzoush on the listed nodes.

The scripts root.sh prepares OCR and Voting Disk and starts the Oracle Clusterware. Only
start another session of root.sh on another node after the previous root.sh execution
completes; do not execute root.sh on more than one node at a time.

ksc:root: oracl e/ product# /cfs/orabin/product/CRS/root.sh
WARNI NG directory '/cfs/orabin/product' is not owned by root

WARNI NG directory '/cfs/orabin' is not owned by root

WARNI NG directory '/cfs' is not owned by root

Checking to see if Oracle CRS stack is already configured

Checking to see if any 9i GSD is up

Setting the pernmissions on OCR backup directory

Setting up NS directories

Oracle Cluster Registry configuration upgraded successfully

WARNI NG directory '/cfs/orabin/product' is not owned by root

WARNI NG directory '/cfs/orabin' is not owned by root

WARNI NG directory '/cfs' is not owned by root

Successful |y accunul ated necessary OCR keys.

Using ports: CSS=49895 CRS=49896 EVMC=49898 and EVMR=49897.

node <nodenunber>: <nodenane> <private interconnect nane> <hostnane>
node 1: ksc ksc_priv ksc
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node 2: schal ke schal ke_priv schal ke
Creating OCR keys for user 'root', privgrp 'sys'..
Operation successful .
Now formatting voting device: /cfs/oraclu/ VOTE votingl
Now formatting voting device: /cfs/oraclu/VOTE voting2
Now fornatting voting device: /cfs/oraclu/ VOTE voting3
Fornmat of 3 voting devices conplete.
Startup will be queued to init within 30 seconds.
Addi ng daenons to inittab
Expecting the CRS daenpons to be up within 600 seconds.
CSS is active on these nodes.

ksc
CSS is inactive on these nodes.

schal ke
Local node checking conpl ete.
Run root.sh on renmining nodes to start CRS daenons.
ksc: root: oracl e/ product #

schal ke: root -/ opt/oracl e/ product # /opt/oracl e/ product/ CRS/root. sh
WARNI NG directory '/cfs/orabin/product' is not owned by root

WARNI NG directory '/cfs/orabin' is not owned by root

WARNI NG directory '/cfs' is not owned by root

Checking to see if Oracle CRS stack is already configured

Checking to see if any 9i GSD is up

Setting the pernmissions on OCR backup directory

Setting up NS directories

Oracle Cluster Registry configuration upgraded successfully
WARNI NG directory '/cfs/orabin/product' is not owned by root
WARNI NG directory '/cfs/orabin' is not owned by root

WARNI NG directory '/cfs' is not owned by root

cl scfg: EXI STING configuration version 3 detected.

clscfg: version 3 is 10G Rel ease 2.

Successful |y accunul ated necessary OCR keys.

Usi ng ports: CSS=49895 CRS=49896 EVMC=49898 and EVMR=49897.
node <nodenunber>: <nodenane> <private interconnect nane> <hostnane>
node 1: ksc ksc_priv ksc

node 2: schal ke schal ke_priv schal ke

clscfg: Arguments check out successfully.

NO KEYS WERE WRI TTEN. Supply -force paraneter to override.
-force is destructive and will destroy any previous cluster
configuration.

Oracle Cluster Registry for cluster has already been initialized
Startup will be queued to init within 30 seconds.

Addi ng daenons to inittab

Expecting the CRS daenpons to be up within 600 seconds.

CSS is active on these nodes.

ksc

schal ke

CSS is active on all nodes.

Waiting for the Oracle CRSD and EVMD to start

Oracle CRS stack installed and running under init(1M

Runni ng vi pca(silent) for configuring nodeapps

Creating VIP application resource on (2) nodes ...
Creating GSD application resource on (2) nodes ...
Creating ONS application resource on (2) nodes ...
Starting VIP application resource on (2) nodes ...
Starting GSD application resource on (2) nodes ...
Starting ONS application resource on (2) nodes ...

Done.
schal ke: root -/ opt/ oracl e/ product #

As highlighted in red, with R2 Oracle now configures the NodeApps already at the end of
the last root.sh script execution in silent mode.

13: | Next, the Configurations Assistants screen comes up. OUI runs the Oracle Notification
Server Configuration Assistant, Oracle Private Interconnect Configuration Assistant, and
Cluster Verification Utility. These programs run without user intervention.

14: | When the OUI displays the End of Installation page, click Exit to exit the Installer.

15: | Verify your CRS installation by executing the ol snodes command from the
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$ORA_CRS_HOME/bin directory:

# ol snodes -n
ksc 1
schal ke 2

16: | Now you should see the following processes running:

1 oprocd -- Process monitor for the cluster. Note that this process will only appear on
platforms that do not use HP Serviceguard with CSS.

1 evmd -- Event manager daemon that starts the racgevt process to manage callouts.

1 ocssd -- Manages cluster node membership and runs as oracle user; failure of this
process results in cluster restart.

1 crsd -- Performs high availability recovery and management operations such as
maintaining the OCR. Also manages application resources and runs as root user and
restarts automatically upon failure.

You can check whether the Oracle processes evmd, occsd, and crsd are running by issuing

the following command.
# ps -ef | grep d.bin

At this point, you have completed phase one, the installation of Cluster Ready Services &

Please note that Oracle added the following three lines to the automatic startup
file /etc/inittab.

hl:3:respawn:/etc/init.d/init.evmd run >/dev/null 2>&1 </dev/ nul
h2: 3:respawn:/etc/init.d/init.cssd fatal >/dev/null 2>&1 </dev/nul
h3:3:respawn:/etc/init.d/init.crsd run >/dev/null 2>&1 </dev/nul

Oracle Support recommends NEVER modifying these entries in the inittab or modifying the
init scripts unless you use this method to stop a reboot loop or are given explicit instructions
from Oracle support.

To ensure that the Oracle Clusterware install on all the nodes is valid, the following should
be checked on all the nodes:

1 $ $ORA CRS HOWVE/ bi n/crsctl check css
CSS daenon appears heal thy

9. Installation of Oracle Database RAC 10g R2

This part describes phase two of the installation procedures for installing the Oracle Database 10g
with Real Application Clusters (RAC).

1: | Login as Oracle User and set the ORACLE_HOME environment variable to the Oracle
Home directory. Then start the Oracle Universal Installer from Disk1 by issuing the

command
$ ./runlnstaller &

Ensure that you have the DISPLAY set.

2: | When the OUI displays the Welcome page, click Next, and the OUI displays the Specify
File Locations page. The Oracle home name and path that you use in this step must be
different from the home that you used during the Oracle Clusterware installation in phase
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one.

Specify Home Details

Destination

Emter ar select & name far the installation and the Tull path whare you want 1o install the product

Hame: | ouiHomeRAC Dg =

Path |iofedorabindgroduct/RLC 10y Browse.. |

3: | On the Specify Hardware Cluster Installation Mode page, select an installation mode.

The Cluster Installation mode is selected by default when the OUI detects that you are
performing this installation on a cluster.

Specify Hardware Cluster Installation Mode

& Cluster installation

Select nodes (n addtion to thi local node) in the hardware cluster whens the installer should install
products that you sefect in this installation

MNode Mame
@
R sihalke

Reselgct Al |

T Lgcal Installation

Select this option if you wanl o perform a single node non-cluster inslallation even though the local node is
part of 3 handware clusbr

Halp | Installed Products... | Back Cancel |

QRACLE

When you click Next on the Specify Hardware Cluster Installation page, the OUI verifies
that the Oracle home directory is writable on the remote nodes and that the remote nodes
are operating.

4: | Next, the Product-Specific Prerequisite Check screen comes up. The installer verifies that
your environment meets all minumun requirements for installing and configuring a RAC10g
database. Actually, it uses the Oracle Verification Cluster Utility (Cluvfy). Most probably
you'll see a warning at step "Checking recommended operating system patches" as some
patches already got replaced by newer ones.

5: | On the Select Configuration Option page you can choose to either create a database, to
configure Oracle ASM or to perform a software only installation.

New with R2, you can install ASM into an own ORACLE_HOME to be decoupled from the
database binaries. If you would like to do this, you need to select Oracle ASM. Please note
that in this case the Oracle listener will be registered in CRS with the ORACLE_HOME of
ASM which you need to manually change later to the database ORACLE_HOME.
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Select Configuration Option

Select thie configuration that Suits your needs, You can choose either 1o create a dalabase or to configure
Automatic Storage Management (A5M) for managing database flle slorage. Alternatively, you can choose in
Install just the software nacessary to run a dalabase, and perform any database configuration later

 Craate a databaze
" Configure Aularmatic Storage Managerment (ASH)
v |

® |nstall database Sofware only

Help | Installed Products... | Back Cancel |

Here we recommend only to the software and not to create a starter database. We will
create a database later with the Database Configuration Assistant.

6: | The Summary Page displays the software components that the OUI will install and the
space available in the Oracle home with a list of the nodes that are part of the installation
session. Verify the details about the installation that appear on the Summary page and click
Install or click Back to revise your installation.

During the installation, the OUI copies software to the local node and then copies the
software to the remote nodes.

7: | Then, OUI prompts you to run the root.sh script on all the selected nodes.
The following configuration scripts need 1o be execulad as the “reol user in each cluster node

Seripts 1o be executed:

Number | Script Location Modes

1 fefsforabinfproductRACT Ogiraot sh k=t mchake

£ i ¥)

To execute the configuration scripls;
1. Open a terminal window
2. Log In as "rool
3. Run the scripls in @ach cluster node
4. Retum to this window and click "0k to continue

Halp

8. | The OUI displays the End of Installation page, click Exit to exit the Installer.

9: | You can check the installation with the command OCR commands
$ORA_CRS_HOME/bin/ocrdump, $3ORA_CRS_HOME/bin/ocrcheck,
$ORA_CRS_HOME/bin/crs_stat. The crs_stat command will provide a description of the
Oracle environment available in the cluster.

# crs-stat -t gives you a more compact output.

In addition we would recommend to copy the sample 10g CRS resource status query script
from the Oracle Metalink Note:259301.1:

#!/ usr/ bi n/ ksh
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#

# Sanpl e 10g CRS resource status query script

#

# Description:

# - Returns formatted version of crs_stat -t, in tabular

# format, with the conplete rsc nanes and filtering keywords

# - The argument, $RSC KEY, is optional and if passed to the script, wll
# limt the output to HA resources whose names match $RSC_KEY.

# Requirenents:

# - $ORA_CRS_HOVE shoul d be set in your environnment

RSC_KEY=$1

QSTAT=-u

AVK=/ sbi n/ ank # if not avail abl e use /usr/bin/awnk

ORA_CRS_HOWVE=/ opt / or acl e/ product / CRS

# Tabl e header:echo ""

$AVK \

"BEG N {printf "% 45s % 10s % 18s\n", "HA Resource", "Target", "State";
printf "% 45s % 10s % 18s\n", "----------- R R "}

# Tabl e body:

$ORA _CRS _HOVE/ bi n/crs_stat $QSTAT | S$AWK \

"BEG N { FS="="; state = 0; }

$1~/ NAME/ && $2~/' $RSC_KEY'/ {appnane = $2; state=1};

state == 0 {next;}

$1~/ TARCET/ && state == 1 {apptarget = $2; state=2;}

$1~/ STATE/ && state == 2 {appstate = $2; state=3;}

state == 3 {printf "% 45s % 10s % 18s\n", appnane, apptarget, appstate; state=0;}"

10:

Oracle Disk Manager (ODM) Configuration: ODM is only required when using Oracle RAC
with CFS and SGeRAC.

Currently, there is a reported Oracle bug #5103839 with DBCA after enabling ODM (linking
the ODM library). The workaround is to create the database first and then link ODM.

1 Check that the VRTSodm package is installed.

# swist VRTSodm

# VRTSodm 4.1 VERI TAS Oracl e D sk Manager
VRTSodm ODM- KRN 4.1 VERI TAS ODM kernel files
VRTSodm CDM MAN 4.1 VERI TAS ODM nmanual pages
VRTSodm CDMt RUN 4.1 VERI TAS CDM commands

1 Check libodm.sl

# 11 /opt/VRTSodm |ib/|ibodm sl
-r-xr-xr-x 1 root sys 78176 May 20 2005 /opt/VRTSodni|ib/libodm sl

1 Configure Oracle to use ODM: you need to link the Oracle Disk Manager library into
ORACLE_HOME for Oracle 10g (as oracle user):

i For Integrity systems:

$ rm ${ ORACLE_HOME}/ | i b/ | i bodmlO0. so
$1In -s /opt/VRTSodm i b/1ibodm sl ${ORACLE HOMVE}/lib/libodml0. so

i For PA-Risc systems:

$ rm ${ ORACLE_HOVE}/ | i b/ i bodmlO. sl
$1In -s /opt/VRTSodni i b/libodm sl ${ORACLE HOVE}/lib/Ili bodmlO. sl

1 Configure Oracle to Stop using ODM Library:

i For Integrity systems:

$ rm ${ ORACLE_HOME}/ i b/l i bodni0.so # this only removes the symbolic link

to /opt/VRTSodm/lib/libodm.sl
$ In -s ${ORACLE_HOVE}/lib/libodnd10.so ${ ORACLE_HOME}/ | i b/ i bodnlO. so

i For PA-Risc systems:
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$ rm ${ ORACLE_HOVE}/ | i b/ | i bodnl0. sI # this only removes the symbolic link
to /opt/VRTSodm/lib/libodm.sl
$ In -s ${ORACLE_HOVE}/ | i b/1ibodnd10.sl ${ORACLE HOVE}/!li b/l i bodnt0. s

10. Configure the Oracle Listeners

First we recommend to configure the Oracle Listener using the Oracle Net Configuration Assistant:

1: | Connect as oracle user and start the Oracle Net Configuration Assistant by issuing the
command

$ netca &

Ensure that you have the DISPLAY set.

2. | Select 'Cluster Configuration' and click Next.

w

The next screen lets you select the nodes for which to configure the Oracle listener. Select
all nodes, and click Next.

At the next page, select 'Listener configuration'

Select 'Add’, and click Next.

Keep default name 'Listener’, and click Next.

Keep 'TCP' as selected protocol, and click Next.

Keep standard protocol '1521', and click Next.

o I R S22 I L I

Say 'no’, when you get asked to configure additional listener and Exit NetCa.

10: | You can verify the Listener set-up through $ORA_CRS_HOME/bin/crs_stat (or the script
you downloaded at chapter 9, step 9):

$ /opt/oracl e/ product/CRS/ bin$ ./crs_great

HA Resour ce Tar get State

ora. ksc. LI STENER_KSC. | snr ONLI NE ONLI NE on ksc
ora. ksc. gsd ONLI NE ONLI NE on ksc
ora. ksc. ons ONLI NE ONLI NE on ksc
ora. ksc.vip ONLI NE ONLI NE on ksc
ora. schal ke. LI STENER_SCHALKE. | snr ONLI NE ONLI NE on schal ke
ora. schal ke. gsd ONLI NE ONLI NE on schal ke
ora. schal ke. ons ONLI NE ONLI NE on schal ke
ora.schal ke. vip ONLI NE ONLI NE on schal ke

The listener names have now the syntax 'LISTENER_<nodename>"

$ Isnrctl status LI STENER_SCHALKE

11: | As you can see in the listener configuration file
$ORACLE_HOME/network/admin/listener.ora, the Listener process is using the Oracle VIP
address.

11. Create a RAC DB on CFS using Database Configuration
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Assistant

1: | Connect as oracle user and start the Database Configuration Assistant by issuing the
command

$ dbca &

Ensure that you have the DISPLAY set.

2. | The first page that the DBCA displays is the Welcome page for RAC. The DBCA displays
this RAC-specific Welcome page only if the Oracle home from which it is invoked was
cluster installed. If the DBCA does not display this Welcome page for RAC, then the DBCA
was unable to detect whether the Oracle home is cluster installed.

Select Real Application Clusters database, click Next.

3: | Atthe Configure Database Options page select 'Create a database' and click Next.

4: | Atthe Node Selection page select the nodes that you want to configure as members of
your cluster database, then click Next.

Salec B nodes on which you wanl 1o creste Bie chisler delabase. The sl node “ihpuc” will
abwiryd bé uged, whither or nol d s Seleched

SetechAll

Desstect All|

5: | The templates on the Database Templates page are Custom Database, Transaction
Processing, Data Warehouse, and General Purpose. The Custom Database template does
not include datafiles or options specially configured for a particular type of application.

Select the General Purpose template for your cluster database, and click Next.

6: |Atthe Database Identification page enter the global database name and the Oracle
system identifier (SID) prefix for your cluster database and click Next.

Salat] & mglie fram the filowing 116180 ereabs 5 dalabys

Eeloc] Tamplats Includés Datadles

Dats Warehousa Vg
r Qarirs Puspods L]

Transaction Protessing Yag
Show Datads
Comcel | Helo | { Bak [ e »)

The SID prefix must begin with an alphabetical character and contain no more than 5
characters on UNIX-based systems.

7: | On the Management Options page, you can choose to manage your database with
Enterprise Manager. On UNIX-based systems only, you can also choose either the Grid
Control or Database Control option if you select Enterprise Manager database
management. If you select Enterprise Manager with the Grid Control option and DBCA
discovers agents running on the local node, then you can select the preferred agent from a
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list.

Here, do the following selection, and click Next.

Each Oracle datsoase may b managed ceniray uging the Crale Enterprite Wanager Grid
Coantrod or locklly uging the Oracle Entssprite Manager Dutabate Conlrad Chooga tha
miansgimiont opSen Sal you would [ike % uss 1o mansgs this dsabass

f# Cordgure e Datalias e with Enlampiise Manager

"~

& |ge Database Coninod for Database Managemant
" Enabie Email Mofications

" Enabe Daily Bachkuan

Cancel | Hedp
8: | The the Database Credentials page you can enter the passwords for your database. You
can enter the same or different passwords for the users SYS and SYSTEM, plus DBSNMP
and SYSMAN if you selected Enterprise Manager on the Management Options page.
9: |Atthe Network Configuration page select 'Register this database with all the listeners'.
Lismrars
Treere &g mullple lietenees in this Oracle Homse. Seiscl the listensrs fio whish you wan o
register Fed ditabase
& Fagisier this database with all tha lisleners
" Regisior Mis database with soloclod lisleners only
10: | At the Storage Options page you can select a storage type for the database. Please select

the storage option that applies to your chosen deployment model.

Here, we show an installation for HP SG CFS for RAC.

Saleci i slorame medhdniem you wolld e b ute for e dalabase

& Chagter File Syshem
Use chustar fle sysiem fof databage s10rage

" Aufomatic Siorage Managemaent (358}
Aulniralic SIorape Manag b plifes dat l0rage acminksiralion and oplimizes
databade o for B0 perarmandd. Ta uge this opion you musd siiver specity & 981 of ditke 1o
crestn an ASM ditk group or Specify dn mdsting ASH digk group

" Raw Deices
Raw pafiions o wolumes can providi the réquined shiared slorage for Redl Application
Clusinrs (RAC) databases fyou do nod use Autcrmatic B3oraga Managemenl and a Cluster Fila
Syabam is nol svailable. You need bo hawe created one rew device Tor @ach datafile, cominod file,
and log file you ara plarming 1o cresde in |e datahage

L]

Cancel Hesp

Einish
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11:

On the Recovery Configuration page, you can specify the Flash Recovery Area and
Enable Archiving.

To use a flash recovery area, Oracle recommends that you create two separate disk
groups: one for the database area and one for the recovery area.

12:

On the Database Content page, you can select whether to include the sample schemas in
your database and to run custom scripts as part of the database creation processing.

13:

To create services on the Database Services page, expand the Services tree. Oracle
displays the global database name (here GRID) in the top left-hand corner of the page.
Select the global database name and click Add to add services to the database (here
GRID1 and GRID2).

Epiicied i e ared chel o Dvi e databiaris Saraons Som D el pans 10 508 B S4r0R dtals in B nght passl
Rt B COSEURS0N details fo GRth Senice

Cralabatd Sericas Detaids for GRIDE

GRDi atance Bl e Prefemed Arpliable
Miai GaIa) L

Aad| Remawe TAF Palicy. ® pgne  © Basi  © Pré-connecl

Cantel Hefp Pk Heat ] Eimsh

On the right-hand you see the service preferences for each service. Change the instance
preference (Not Used, Preferred, or Available) and TAF policies for the service as needed.
Repeat this procedure for each service and when you are done configuring services for
your database, click Next.

14:

At the Initialization Parameters page you can review and adjust the initialization
parameters.

15:

If you selected a preconfigured database template, such as the General Purpose template,
then the DBCA displays the control files, datafiles, and redo logs on the Database Storage
page. Select the folder and the file name underneath the folder to edit the file name.

SHSrorage Hie Name
] Contraile 1 [ <CoMF_SvSTEN _DATAFILE:
2 | <0MF_UMDOTHES 1 _DATAFLE >
SHdFEdl Log Liroups F | < OMF_SYSAL_DWATAFILE>
L q | < OMF_USERS _DAT SFILE =
& < OMaF _UMDOTESD  DAT AFILE >
B | < {0F_TEMP_TEMPFILE=
7 | <0maF _ExamPLE_DATAFILE >

File Locaiion Wanables

After you complete your entries on the Database Storage page, click Next.

16:

On the Creation Options page, select Create Database and click Finish. You can also
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save this configuration as a database template file and use this template later to create a
database.

17: | Review the Summary dialog information and click OK to create the database.

v Copying database files

+ Creating and starting Oracle mstance
Creating cluster dalabasze views
Configuring Semvices
Campleting Database Creation

Clone database creation in prograss

i — 30%

¥ Eiup-?
-

e—

Database creation complete. Check the logfiles at
fefsforaindproduct FLC 10t frtoollogsddbead3 RID for details
Database Information:

Global Database MNarme: GRID

System ldentifier(SI0) Prefoc  GRID

Server Parameter Fllename: cfeorbindroduct!BAC00 betpileG RID ora

The Database Control URL Is kit /45 525 hhn hp.com: 11 56m

Mote: All database accounls except SYS, SYSTEM, DESNMP, and SYSMAN are locked. Select
thie Password Management button to view a cormplele list of locked accounts or 1o manage the
database accountsiexcept DESNMP and SYSMAN). From the Password Management window,
unlock only the accounts you will use. Oracle Corporalion sfrongly recommends changing the
default passwords immedialely after unlocking the account.

Fazssword Managemeant., |

Change the db account password if necessary and click Exit.

18: | Congratulations ... you have now your RAC database configured :-)

19: | You can check the installation with the command $ORA _CRS HOME/bin/crs_stat. This
command will provide a description of the Oracle environment available in the cluster.

12. Oracle Enterprise Manager 10g Database Control

When you are installing the database software, the OUI also installs the software for Oracle
Enterprise Manager Database Control and integrates this tool into your cluster environment. Once
installed, Enterprise Manager Database Control is fully configured and operational for RAC. You
can also install Enterprise Manager Grid Control onto other client machines outside your cluster to
monitor multiple RAC and single-instance Oracle database environments.

‘ 1: ‘ Start the DBConsole agent on one of the cluster nodes as Oracle user:
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$ enctl start dbconsole (other options: enctl start| stop| status| setpasswd
dbconsol e)

2: To connect to the Oracle Enterprise Manager Database Control (default port 5500) open
the following URL in our web browser:

http://<nodela>: 1158/ em

3. Log-in as sys and sysdba profile.

4. Accept the licensing.

(e -Joj
B [# e fpwbn [oh b L | 3] e A o b s =
spak v = - G @ Qe itwwin ey | Dy b B o
At [l g e rd e Ty ke e b= | oo
Coogie» [ rsimiewst - | 51 SNy | F P )

Canbyuaiion Maaagereel Pagk

| ke nfige ared agros Bl v el s preminm faeche ral #y ropenes e parchine ol an 8 pprepriais lcemss

s ) [lAgree) )

] erm - — s HETTEE

4. Now you will get to the OEM Database Control Home Page.

13. Implementation of SG Packages Framework for RAC 10g

HP offers an Oracle Integration Framework which contains a set of templates that can be used to
help integrate Oracle RAC10g R2 with SGeRAC version 11.17.

This framework provides a uniform, easy-to-mange and intuitive method to

1 co-ordinate the operation of this combined software stack
1 manage all the storage options supported — SLVM, CFS/CVM and ASM over SLVM

The included templates are based on the following two new Serviceguard features introduced with
11.17:

1 Multi-Node Package (MNP):
i SG Package manager enhanced to allow a package to run on more than one node at
once.
n Each instance of a multi-node package behaves as a normal package but does
not failover.
n Overall package status is a summary of the status of package instances.
i Commands enhanced to manage multi-node packages
n cmrunpkg/cmhaltpkg enhanced to allow multiple —n parameters to be specified.
n cmviewcl adds new display format for multi-node packages
1 Simple Dependency
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i Enforce package start/halt ordering
i If A depends on B and B fails, A is halted

This integration between SGeRAC and RAC10g can be configured as shown here:

SGISGeRAC
Object

Oracle
Clustensarne Start

Object
SGeRAC

Simple
Dependency

Manitar

Oracle Stan
Chusterware SIDFI

Cpdional

SGeRAC

MNP and
Dependency

Start
Stop
Menitor

Optional
Oracle
Chushweramre
resounee and
Dependancy

HB— B— « « B B

The use of the framework is restricted to a maximum SGeRAC cluster size of 8 nodes.

The framework may not be used in Extended Cluster, Metrocluster or Continentalclusters
configurations.

13.1 Configuration of Framework

1 Assume SGeRAC, Oracle clusterware and RAC database(s) are already installed and
configured

1 Configure Oracle clusterware and the RAC database instances to be started on demand,
instead of being automatically started:

i Disable Oracle clusterware startup on boot

i Disable auto-start of RAC db instances by CRS

i See Oracle Metalink Note:298073.1

1 Halt the databases and Oracle Clusterware
1 Configure the framework, using the script bundle delivered by HP's ACSL organization and
follow instructions in the README file in the script bundle.

i This scripts can be downloaded from the HP internal web page at
http://haweb.cup.hp.com/ATC/Web/Whitepapers/content/rac10g_fwk_020606.cpio. A
more detailed white paper can be found at
http://haweb.cup.hp.com/ATC/Web/Whitepapers/content/10gRAC_Framework.pdf.

i In the package directory, copy the framework files for Oracle Clusterware or the RAC
instance

i Configure the RAC10g specific logic of the MNP in the framework configuration file.

i Distribute the framework files to the other nodes of the MNP using remote copy
commands.
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14.

i In the package directory, create SGeRAC package templates using cmmakepkg, and
configure the SGeRAC specific part of the MNP in the package configuration and
control script files

i Apply the package configuration using the cmcheckconf - cmapplyconf sequence.

Tips & Tricks

Oracle Clusterware:

CRS and 10g Real Application Clusters; Oracle Metalink Note: 259301.1

How to start the 10g CRS ClusterWare; Oracle Metalink Note Note:309542.1

How to Clean Up After a Failed CRS Install; Oracle Metalink Note:239998.1

How to Stop the Cluster Ready Services (CRS); Oracle Metalink Note:263897.1
Stopping Reboot Loops When CRS Problems Occur; Oracle Metalink Note: 239989.1
Troubleshooting CRS Reboots; Oracle Metalink Note:265769.1

CRS 10g Diagnostic Collection Guide; Oracle Metalink Note:272332.1

What Are The Default Settings For MISSCOUNT In 10g RAC ?, Oracle Metalink Note
300063.1

CSS Timeout Computation in 10g RAC 10.1.0.3; Oracle Metalink Note:294430.1
HOW TO REMOVE CRS AUTO START AND RESTART FOR A RAC INSTANCE; Oracle
Metalink Note:298073.1

VIPs / Interconnect / Public Interface:

Configuring the HP-UX Operating System for the Oracle 10g VIP; Oracle Metalink
Note:296874.1

How to Configure Virtual IPs for 10g RAC; Oracle Metalink Note:264847.1

How to change VIP and VIP/Hostname in 10g ; Oracle Metalink Note:271121.1

Modifying the VIP of a Cluster Node; Oracle Metalink Note:276434.1

How to Change Interconnect/Public Interface IP Subnet in a 10g Cluster; Oracle Metalink
Note:283684.1

Troubleshooting TAF Issues in 10g RAC; Oracle Metalink Note:271297.1

Oracle 10g VIP (Virtual IP) changes in Oracle 10g 10.1.0.4; Oracle Metalink Note:296878.1

OCR / Voting:

ASM:

How to Restore a Lost Voting Disk in 10g; Oracle Metalink Note:279793.1
Repairing or Restoring an Inconsistent OCR in RAC; Oracle Metalink Note:268937.1

ASM Instance Shuts Down Cleanly On Its Own; Oracle Metalink Note:277274.1

Migration:

How to migrate from 9iRAC to RAC10; CTC Technical Paper

Adding/Removing Nodes:

Adding a Node to a 10g RAC Cluster; Oracle Metalink Note: 270512.1
Removing a Node from a 10g RAC Cluster; Oracle Metalink Note:269320.1
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15. Known Issues & Bug Fixes

We highly recommend to install Oracle Patch Set 10.2.0.2 as this proved to be much more stable.

Oracle VIP and HP SG Relocatable IP using same LAN interface - Oracle Bug #4699597

1 The Oracle VIP feature works at a low level with the device files for the network interface
cards, and as a result might clash with any other SG Relocatable IP addresses also
configured for the same public NIC. Therefore, it has not been supported to configure the
public NIC used for Oracle VIP also for any other SG Relocatable IP address.

i This issue has been addressed with Oracle bug fix #4699597 which ensures that
Oracle VIP starts with logical interface number 801 (ie. lan1:801) so that there will not
be any conflict with SG's Relocatable IP's.

i This Oracle bug fix #4699597 is already available for 10.2.0.2 HP-UX Integrity and will
be available for PA-RISC with 10.2.0.3.

1 See Oracle Metalink Note 296874.1 "Configuring the HP-UX Operating System for the
Oracle 10g VIP"

DB Creation fails with ODM library - Oracle Bug #5103839

1 Currently, there is a reported Oracle bug #5103839 with DBCA after enabling ODM (linking
the ODM library). The workaround is to create the database first and then link ODM (see
chapter 9 step 10).

CSS does not write any dump in case of system reboot

1 PHKL_34374 when used with 10.2.0.2 patch set for 11.23 will result in a TOC (with dump)
instead of a reboot.

1 PHKL_34374 needs to be installed before the Oracle patchset otherwise it will default to
reboot.

1 Note that it does not fix any problem but provides a dump when Oracle's clusterware detects
an issue.



